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Rang and Dale’s Pharmacology
Eighth Edition Preface

In this edition, as in its predecessors, we set out not just
to describe what drugs do but also to emphasise the mech-
anisms by which they act. This entails analysis not only
at the cellular and molecular level, where knowledge and
techniques are advancing rapidly, but also at the level of
physiological mechanisms and pathological disturbances.
Pharmacology has its roots in therapeutics, where the aim
is to ameliorate the effects of disease, so we have attempted
to make the link between effects at the molecular and cel-
lular level and the range of beneficial and adverse effects
that humans experience when drugs are used for thera-
peutic or other reasons. Therapeutic agents have a high
rate of obsolescence, and more than 100 new ones have
been approved since the last edition of this book. An
appreciation of the mechanisms of action of the class of
drugs to which a new agent belongs provides a good start-
ing point for understanding and using a new compound
intelligently.

Pharmacology is a lively scientific discipline in its own
right, with an importance beyond that of providing a basis
for the use of drugs in therapy, and we aim to provide a
good background, not only for future doctors but also for
scientists in other disciplines who need to understand
how drugs act. We have, therefore, where appropriate,
described how drugs are used as probes for elucidating
cellular and physiological functions, even when the com-
pounds have no clinical use.

Names of drugs and related chemicals are established
through usage and sometimes there is more than one
name in common use. For prescribing purposes, it is
important to use standard names, and we follow, as far as
possible, the World Health Organization’s list of recom-
mended international non-proprietary names (rINN).
Sometimes these conflict with the familiar names of drugs
(e.g. amphetamine becomes amfetamine in the rINN list),
and the endogenous mediator prostaglandin I, - the
standard name in the scientific literature - becomes ‘epo-
prostenol’ - a name unfamiliar to most scientists - in
the rINN list. In general, we use rINN names as far as
possible in the context of therapeutic use, but often use
the common name in describing mediators and familiar
drugs. Sometimes English and American usage varies
(as with adrenaline/epinephrine and noradrenaline/
norepineplirine). Adrenaline and noradrenaline are the
official names in EU member states and relate clearly to
terms such as ‘noradrenergic’, ‘adrenoceptor’ and ‘adrenal
gland’ and we prefer them for these reasons.

Drug action can be understood only in the context of
what else is happening in the body. So at the begiinning
of most chapters, we briefly discuss the physiological and
biochemical processes relevant to the action of the drugs
described in that chapter. We have included the chemical
structures of drugs only where this information helps in
understanding their pharmacological and pharmacoki-
netic characteristics, secure in the knowledge that chemi-
cal structures are readily available online.

The overall organisation of the book has been retained,
with sections covering: (1) the general principles of drug
action; (2) the chemical mediators and cellular mecha-
nisms with which drugs interact in producing their

therapeutic effects; (3) the action of drugs on specific
organ systems; (4) the action of drugs on the nervous
system; (5) the action of drugs used to treat infectious
diseases and cancer; (6) a range of special topics such as
adverse effects, non-medical uses of drugs, etc. This
organisation reflects our belief that drug action needs to
be understood, not as a mere description of the effects of
individual drugs and their uses, but as a chemical inter-
vention that perturbs the network of chemical and cellular
signalling that underlies the function of any living organ-
ism. In addition to updating all of the chapters, we have
covered the receptor-related topics of biased agonism,
allosteric modulation and desensitisation in more detail
in Chapters 2 and 3, as well as revamping the section on
nuclear receptors. A new Chapter 27 on the pharmacology
of the skin has been added, and Chapters 17 and 18
on local hormones have been revised. Additional material
on cognition-enhancing drugs has been included in
Chapter 48.

Despite the fact that pharmacology, like other brarches
of biomedical science, advances steadily, with the acquisi-
tion of new information, the development of new con-
cepts and the introduction of new drugs for clinical use,
we have avoided making the 8th edition any longer than
its predecessor by cutting out-dated and obsolete mate-
rial, and have made extensive use of small print text to
cover more specialised and speculative information that
is not essential to understanding the key message, but
will, we hope, be helpful to students seeking to go into
greater depth. In selecting new material for inclusion, we
have taken into account not only new agents but also
recent extensions of basic knowledge that presage further
drug development. And where possible, we have given a
brief outline of new treatments in the pipeline. Reference
lists are largely restricted to guidance on further reading,
together with review articles that list key original papers.
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What is pharmacology?

OVERVIEW

In this introductory chapter we explain how phar-
macology came into being and evolved as a scien-
tific discipline, and describe the present day structure
of the subject and its links to other biomedical
sciences. The structure that has emerged forms the
basis of the organisation of the rest of the book.
Readers in a hurry to get to the here-and-now of
pharmacology can safely skip this chapter.

WHAT IS A DRUG?

For the purposes of this book, a drug can be defined as a
chemical substance of known structure, other than a nutrient
or an essential dietary ingrca’ient,' which, when administered
to a living organism, produces a biological effect.

A few points are worth noting. Drugs may be synthetic
chemicals, chemicals obtained from plants or animals, or
products of genetic engineering. A medicine is a chemical
preparation, which usually, but not necessarily, contains
one or more drugs, administered with the intention of
producing a therapeutic effect. Medicines usually contain
other substances (excipients, stabilisers, solvents, etc.)
besides the active drug, to make them more convenient to
use. To count as a drug, the substance must be adminis-
tered as such, rather than released by physiological mech-
anisms. Many substances, such as insulin or thyroxine, are
endogenous hormones but are also drugs when they are
administered intentionally. Many drugs are not used in
medicines but are nevertheless useful research tools. In
everyday parlance, the word drug is often associated with
addictive, narcotic or mind-alteringsubstances - an unfor-
tunate negative connotation that tends to bias uninformed
opinion against any form of chemical therapy. In this book
we focus mainly on drugs used for therapeutic purposes
but also describe important examples of drugs used as
experimental tools. Although poisons fall strrictly within
the definition of drugs, they are not covered in this book.

ORIGINS AND ANTECEDENTS

Pharmacology can be defined as the study of the effects
of drugs on the function of living systems. As a science,
it was born in the mid-19th century, one of a host of new
biomedical sciences based on principles of experimenta-
tion rather than dogma that came into being in that
remarkable period. Long before that - indeed from the
dawn of civilisation - herbal remedies were widely used,

'Like most definitions, this one has its limits. For example, there are a
number of essential dietary constituents, such as iron and various
vitamins, that are used as medicines. Furthermore, some biological
products (e.g. epoietin) show batch-to-batch variation in their chemical
constitution that significantly affects their properties.

GENERAL PRINCIPLES

pharmacopoeias were written, and the apothecaries’ trade
flourished. However, nothing resembling scientific prin-
ciples was applied to therapeutics, which was known at
that time as materia medica? Even Robert Boyle, who laid
the scientific foundations of chemistry in the middle of the
17th century, was content, when dealing with therapeu-
tics (A Collection of Choice Remedies, 1692), to recommend
concoctions of worms, dung, urine and the moss from a
dead man’s skull. The impetus for pharmacology came
from the need to improve the outcome of therapeutic
intervention by doctors, who were at that time skilled at
clinical observation and diagnosis but broadly ineffectual
when it came to treatment.” Until the late 19th century,
knowledge of the normal and abnormal functioning of the
body was too rudimentary to provide even a rough basis
for understanding drug effects; at the same time, disease
and death were regarded as semisacred subjects, appro-
priately dealt with by authoritarian, rather than scientific,
doctrines. Clinical practice often displayed an obedience
to authority and ignored what appear to be easily ascer-
tainable facts. For example, cinchona bark was recognised
as a specific and effective treatment for malaria, and a
sound protocol for its use was laid down by Lind in 1765.
In 1804, however, Jolinson declared it to be unsafe until
the fever had subsided, and he recommended instead the
use of large doses of calomel (mercurous chloride) in
the early stages - a murderous piece of advice that was
slavishly followed for the next 40 years.

The motivation for understanding what drugs can and
cannot do came from clinical practice, but the science
could be built only on the basis of secure foundations in
physiology, pathology and chemistry. It was not until
1858 that Virchow proposed the cell theory. The first use
of a structural formula to describe a chemical compound
was in 1868. Bacteria as a cause of disease were discovered
by Pasteur in 1878. Previously, pharmacology hardly had
the legs to stand on, and we may wonder at the bold
vision of Rudolf Buchheim, who created the first pharma-
cology institute (in his own house) in Estonia in 1847.

In its beginnings, before the advent of synthetic organic
chemistry, pharmacology concerned itself exclusively
with understanding the effects of natural substances,
mainly plant extracts - and a few (mainly toxic) chemicals
such as mercury and arsenic. An early development in
chemistry was the purification of active compounds from
plants. Friedrich Serttirner, a young German apothecary,
purified morphine from opium in 1805. Other substances
quickly followed, and, even though their structures were
unknown, these compounds showed that chemicals, not
magic or vital forces, were responsible for the effects that

*The name persists today in some ancient universities, being attached to
chairs of what we would call clinical pharmacology.

*Oliver Wendell Holmes, an eminent physician, wrote in 1860: ‘[1]
firmly believe that if the whole materia medica, as now used, could be
sunk to the bottom of the sea, it would be all the better for mankind
and the worse for the fishes’ (see Porter, 1997).
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plant extracts produced on living organisms. Early phar-
macologists focused most of their attention on such plant-
derived drugs as quinine, digitalis, atropine, ephedrine,
strychnine and others (many of which are still used today
and will have become old friends by the time you have
finished reading this book).*

PHARMACOLOGY IN THE 20TH AND
21ST CENTURIES

Beginning in the 20th century, the fresh wind of synthetic
chemistry began to revolutionise the pharmaceutical
industry, and with it the science of pharmacology. New
synthetic drugs, such as barbiturates and local anaesthet-
ics, began to appear, and the era of antimicrobial chemo-
therapy began with the discovery by Paul Ehrlich in 1909
of arsenical compounds for treating syphilis. Further
breakthroughs came when the sulfonamides, the first anti-
bacterial drugs, were discovered by Gerhard Domagk in
1935, and with the development of penicillin by Chain
and Florey during the Second World War, based on the
earlier work of Fleming.

These few well-known examples show how the growth
of synthetic chemistry, and the resurgence of natural
product chemistry, caused a dramatic revitalisation of
therapeutics in the first half of the 20th century. Each new
drug class that emerged gave pharmacologists a new chal-
lenge, and it was then that pharmacology really estab-
lished its identity and its status among the biomedical
sciences.

In parallel with the exuberant proliferation of therapeu-
tic molecules - driven mainly by chemistry - which gave
pharmacologists so much to think about, physiology was
also making rapid progress, particularly in relation to
chemical mediators, which are discussed in depth else-
where in this book. Many hormones, neurotransmitters
and inflammatory mediators were discovered in this
period, and the realisation that chemical communication
plays a central role in almost every regulatory mechanism
that our bodies possess immediately established a large
area of commmon ground between physiology and phar-
macology, for interactions between chemical substances
and living systems were exactly what pharmacologists
had been preoccupied with from the outset. The concept
of ‘receptors’ for chemical mediators, first proposed by
Langley in 1905, was quickly taken up by pharmacologists
such as Clark, Gaddum, Schild and others and is a con-
stant theme in present-day pharmacology (as you will
soon discover as you plough through the next two chap-
ters). The receptor concept, and the technologies devel-
oped fromit, have had a massive impact on drug discovery

*A handful of synthetic substances achieved pharmacological
prominence long before the era of synthetic chemistry began. Diethyl
ether, first prepared as ‘sweet oil of vitriol’ in the 16th century, and
nitrous oxide, prepared by Humphrey Davy in 1799, were used to liven
up parties before being introduced as anaesthetic agents in the
mid-19th century (see Ch. 41). Amyl nitrite (see Ch. 21) was made in
1859 and can claim to be the first ‘rational’ therapeutic drug; its
therapeutic effect in angina was predicted on the basis of its
physiological effects - a true ‘pharmacologist’s drug’ and the smelly
forerunner of the nitrovasodilators that are widely used today. Aspirin
(Ch. 26), the most widely used therapeutic drug in history, was first
synthesised in 1853, with no therapeutic application in mind. It was
rediscovered in 1897 in the laboratories of the German company Bayer,
who were seeking a less toxic derivative of salicylic acid. Bayer
commercialised aspirin in 1899 and made a fortune.

and therapeutics. Biochemistry also emerged as a distinct
science early in the 20th century, and the discovery of
enzymes and the delineation of biochemical pathways
provided yet another framework for understanding drug
effects. The picture of pharmacology that emerges from
this brief glance at history (Fig. 1.1) is of a subject evolved
from ancient prescientific therapeutics, involved in com-
merce from the 17th century onwards, and which gained
respectability by donning the trappings of science as soon
as this became possible in the mid-19th century. Signs of
its carpetbagger past still cling to pharmacology, for the
pharmaceutical industry has become very big business
and much pharmacological research nowadays takes
place in a commercial environment, a rougher and more
pragmatic place than the glades of academia.® No other
biomedical ‘ology’ is so close to Mammmon.

ALTERNATIVE THERAPEUTIC PRINCIPLES

Modern medicine relies heavily on drugs as the main
tool of therapeutics. Other therapeutic procedures, such
as surgery, diet, exercise, psychological treatments etc.,
are also important, of course, as is deliberate non-
intervention, but none is so widely applied as drug-based
therapeutics.

Before the advent of science-based approaches, repeated
attempts were made to construct systems of therapeutics,
many of which produced even worse results than pure
empiricism. One of these was allopathy, espoused by James
Gregory (1735-1821). The favoured remedies included
blood letting, emetics and purgatives, which were used
until the dominant symptoms of the disease were sup-
pressed. Many patients died from such treatment, and it
was in reaction against it that Hahnemann introduced the
practice of liomeopathy in the early 19th century. The
implausible guiding principles of homeopathy are:

* like cures like
* activity can be enhanced by dilution.

The system rapidly drifted into absurdity: for example,
Halnemann recommended the use of drugs at dilutions
of 1:10%, equivalent to one molecule in a sphere the size
of the orbit of Neptune.

Many other systems of therapeutics have come and
gone, and the variety of dogmatic principles that they
embodied have tended to hinder rather than advance sci-
entific progress. Currently, therapeutic systems that have
a basis that lies outside the domain of science are actually
gaining ground under the general banner of ‘alternative’
or ‘complementary’ medicine. Mostly, they reject the
‘medical model’, which attributes disease to an underlying
derangement of normal function that can be defined in
biochemical or structural terms, detected by objective
means, and influenced beneficially by appropriate chemi-
cal or physical interventions. They focus instead mainly
on subjective malaise, which may be disease-associated or

*Some of our most distinguished pharmacological pioneers made
their careers in industry: for example, Henry Dale, who laid the
foundations of our knowledge of chemical transmission and the
autonomic nervous system (Ch. 12); George Hitchings and Gertrude
Elion, who described the antimetabolite principle and produced

the first effective anticancer drugs (Ch. 56); and James Black, who
introduced the first f-adrenoceptor and histamine Hy-receptor
antagonists (Chs 13 and 17). It is no accident that in this book, where
we focus on the scientific principles of pharmacology, most of our
examples are products of industry, not of nature.
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Fig. 1.1 The development of pharmacology.

not. Abandoning objectivity in defining and measuring
disease goes along with a similar departure from scientific
principles in assessing therapeutic efficacy and risk, with
the result that principles and practices can gain acceptance
without satisfying any of the criteria of validity that would
convince a critical scientist, and that are required by law
to be satisfied before a new drug can be introduced into
therapy. Demand for ‘alternative’ therapies by the general
public, alas, has little to do with demonstrable efficacy.6

THE EMERGENCE OF BIOTECHNOLOGY

Since the 1980s, biotechnology has emerged as a major
source of new therapeutic agents in the form of antibod-
ies, enzymes and various regulatory proteins, including
hormones, growth factors and cytokines (see Buckel, 1996;
Walsh, 2003). Although such products (known as biophar-
maceuticals) are generally produced by genetic engineer-
ing rather than by synthetic chemistry, the pharmacological
principles are essentially the same as for conventional
drugs. Looking further ahead, gene- and cell-based thera-
pies (Ch. 59), although still in their infancy, will take
therapeutics into a new domain. The principles governing
the design, delivery and control of functioning artificial
genes introduced into cells, or of engineered cells intro-

“The UK Medicines and Healthcare Regulatory Agency (MHRA)
requires detailed evidence of therapeutic efficacy based on controlled
clinical trials before a new drug is registered, but no clinical trials data
for homeopathic products or for the many herbal medicines that were
on sale before the Medicines Act of 1968.

duced into the body, are very different from those of
drug-based therapeutics and will require a different con-
ceptual framework, which texts such as this will increas-
ingly need to embrace if they are to stay abreast of modern
medical treatment.

PHARMACOLOGY TODAY

As with other biomedical disciplines, the boundaries of
pharmacology are not sharply defined, nor are they
constant. Its exponents are, as befits pragmatists, ever
ready to poach on the territory and techniques of other
disciplines. If it ever had a conceptual and technical
core that it could really call its own, this has now dwindled
almost to the point of extinction, and the subject is defined
by its purpose - to understand what drugs do to living
organisms, and more particularly how their effects can
be applied to therapeutics - rather than by its scientific
coherence.

Figure 1.2 shows the structure of pharmacology as it
appears today. Within the main subject fall a number of
compartments (neuropharmacology, immunopharmacol-
ogy, pharmacokinetics, etc.), which are convenient, if not
watertight, subdivisions. These topics form the main
subject matter of this book. Around the edges are several
interface disciplines, not covered in this book, which form
important two-way bridges between pharmacology and
other fields of biomedicine. Pharmacology tends to have
more of these than other disciplines. Recent arrivals on
the fringe are subjects such as pharmacogenomics, phar-
macoepidemiology and pharmacoeconomics.
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mainstream biomedical disciplines (green boxes).

Biotechnology. Originally, this was the production of
drugs or other useful products by biological means (e.g.
antibiotic production from microorganisms or production
of monoclonal antibodies). Currently, in the biomedical
sphere biotechnology refers mainly to the use of recom-
binant DNA technology for a wide variety of purposes,
including the manufacture of therapeutic proteins, diag-
nostics, genotyping, production of transgenic animals, etc.
The many non-medical applications include agriculture,
forensics, environmental sciences, etc.

Pharmacogenetics. This is the study of genetic influ-
ences on responses to drugs, discussed in Chapter 11.
Originally, pharmacogenetics focused on familial idio-
syncratic drug reactions, where affected individuals show
an abnormal - usually adverse - response to a class of
drug (see Nebert & Weber, 1990). It now covers broader
variations in drug response, where the genetic basis is
more complex.

Pharmacogenomics. This recent term overlaps with
pharmacogenetics, describing the use of genetic informa-
tion to guide the choice of drug therapy on an individual
basis. The underlying principle is that differences between
individuals in their response to therapeutic drugs can be
predicted from their genetic make-up. Examples that
confirm this are steadily accumulating (see Ch. 11). So far,
they mainly involve genetic polymorphism of drug-
metabolising enzymes or receptors. Ultimately, linking
specific gene variations with variations in therapeutic or
unwanted effects of a particular drug should enable the
tailoring of therapeutic choices on the basis of an

individual’s genotype. Steady improvements in the cost
and feasibility of individual genotyping will increase its
applicability, potentially with far-reaching consequences
for therapeutics (see Ch. 11).

Pharmacoepidemiology. This is the study of drug
effects at the population level (see Strom, 2005). It is con-
cerned with the variability of drug effects between
individuals in a population, and between populations. It
is an increasingly important topic in the eyes of the
regulatory authorities who decide whether or not new
drugs can be licensed for therapeutic use. Variability
between individuals or populations detracts from the
utility of a drug, even though its overall effect level
may be satisfactory. Pharmacoepidemiological studies
also take into account patient compliance and other
factors that apply when the drug is used under real-life
conditions.

Pharinacoeconomics. This branch of health economics
aims to quantify in economic terms the cost and benefit of
drugs used therapeutically. It arose from the concern of
many governments to provide for healthcare from tax
revenues, raising questions of what therapeutic proce-
dures represent the best value for money. This, of course,
raises fierce controversy, because it ultimately comes
down to putting monetary value on health and longevity.
As with pharmacoepidemiology, regulatory authorities
are increasingly requiring economic analysis, as well as
evidence of individual benefit, when making decisions on

licensing. For more information on this complex subject,
see Drummond et al. (1997) and Rascati (2009).
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OVERVIEW

The emergence of pharmacology as a science came
when the emphasis shifted from describing what
drugs do to explaining how they work. In this
chapter we set out some general principles underly-
ing the interaction of drugs with living systems
(Ch. 3 goes into the molecular aspects in more detail).
The interaction between drugs and cells is described,
followed by a more detailed examination of differ-
ent types of drug-receptor interaction. We are still
far from the holy grail of being able to predict the
pharmacological effects of a novel chemical sub-
stance, or to design ab initio a chemical to produce
a specified therapeutic effect; nevertheless, we can
identify some important general principles, which is
our purpose in this chapter.

INTRODUCTION

To begin with, we should gratefully acknowledge Paul
Ehrlich for insisting that drug action must be explicable
in terms of conventional chemical interactions between
drugs and tissues, and for dispelling the idea that the
remarkable potency and specificity of action of some
drugs put them somehow out of reach of chemistry and
physics and required the intervention of magical “vital
forces’. Although many drugs produce effects in extraor-
dinarily low doses and concentrations, low concentrations
still involve very large numbers of molecules. One drop
of a solution of a drug at only 107" mol/1 still contains
about 3 x 10° drug molecules, so there is no mystery in the
fact that it may produce an obvious pharmacological
response. Some bacterial toxins (e.g. diphtheria toxin) act
with such precision that a single molecule taken up by a
target cell is sufficient to kill it.

One of the basic tenets of pharmacology is that drug
molecules must exert some chemical influence on one or
more cell constituents in order to produce a pharmaco-
logical response. In other words, drug molecules must get
so close to these constituent cellular molecules that the
two interact chemically in such a way that the function of
the latter is altered. Of course, the molecules in the organ-
ism vastly outnumber the drug molecules, and if the drug
molecules were merely distributed at random, the chance
of interaction with any particular class of cellular mole-
cule would be negligible. Pharmacological effects, there-
fore, require, in general, the non-uniform distribution of
the drug molecule within the body or tissue, which is the
same as saying that drug molecules must be ‘bound’ to
particular constituents of cells and tissues in order to
produce an effect. Ehrlich summed it up thus: ‘Corpora non

2 How drugs act: general principles

agunt nisi fixata” (in this context, ‘A drug will not work
unless it is bound’).!

These critical binding sites are often referred to as ‘drug
targets’ (an obvious allusion to Ehrlich’s famous phrase
‘magic bullets’, describing the potential of antimicrobial
drugs). The mechanisms by which the association of a
drug molecule with its target leads to a physiological
response constitute the major thrust of pharmacological
research. Most drug targets are protein molecules. Even
general anaesthetics (see Ch. 41), which were long thought
to produce their effects by an interaction with membrane
lipid, now appear to interact mainly with membrane
proteins (see Franks, 2008).

All rules need exceptions, and many antimicrobial and
antitumour drugs (Chs 51 and 56), as well as mutagenic
and carcinogenic agents (Ch. 57), interact directly with
DNA rather than protein; bisphosphonates, used to treat
osteoporosis (Ch. 36), bind to calcium salts in the bone
matrix, rendering it toxic to osteoclasts, much like rat
poison. There are also exceptions among the new genera-
tion of biopharinaceutical drugs that include nucleic acids,
proteins and antibodies (see Ch. 59).

PROTEIN TARGETS FOR DRUG BINDING

Four main kinds of regulatory protein are commonly
involved as primary drug targets, namely:

* receptors

* enzymes

e carrier molecules (transporters)
¢ jon channels.

Furthermore, many drugs bind (in addition to their
primary targets) to plasma proteins (see Ch. 8) and other
tissue proteins, without producing any obvious physio-
logical effect. Nevertheless, the generalisation that most
drugs act on one or other of the four types of proteinlisted
above serves as a good starting point.

Further discussion of the mechanisms by which such
binding leads to cellular responses is given in Chapters 3-4.

DRUG RECEPTORS
WHAT DO WE MEAN BY RECEPTORS?

V¥ As emphasised in Chapter 1, the concept of receptors is central
to pharmacology, and the term is most often used to describe
the target molecules through which soluble physiological media-
tors - hormones, neurotransmitters, inflammatory mediators, etc.

"There are, if one looks hard enough, exceptions to Ehrlich’s dictum

- drugs thatact without being bound to any tissue constituent (e.g.
osmotic diuretics, osmotic purgatives, antacids and heavy metal chelating
agents). Nonetheless, the principle remainstruefor the great majority.



Targets for drug action

e A drug is a chemical applied to a physiological
system that affects its function in a specific way.

With few exceptions, drugs act on target proteins,
namely:

receptors

enzymes

carriers

ion channels.

The term receptor is used in different ways. In
pharmacology, it describes protein molecules whose
function is to recognise and respond to endogenous
chemical signals. Other macromolecules with which
drugs interact to produce their effects are known as
drug targets.

Specificity is reciprocal: individual classes of drug bind
only to certain targets, and individual targets recognise
only certain classes of drug.

No drugs are completely specific in their actions. In
many cases, increasing the dose of a drug will cause it
to affect targets other than the principal one, and this
can lead to side effects.

- produce their effects. Examples such as acetylcholine receptors,
cytokine receptors, steroid receptors and growth hormone recep-
tors abound in this book, and generally the term receptor indicates
a recognition molecule for a chemical mediator through which a
response is transduced.

"Receptor’ is sometimes used to denote any target molecule with
which a drug molecule (i.e. a foreign compound rather than an
endogenous mediator) has to combine in order to elicit its specific
effect. For example, the voltage-sensitive sodium channel is some-
times referred to as the ‘receptor’ for local anaesthetics (see Ch. 43),
or the enzyme dihydrofolate reductase as the ‘receptor’ for meth-
otrexate (Ch. 50). The term drug target, of which receptors are one
type, is preferable in this context.

In the more general context of cell biology, the term receptor is used
to describe various cell surface molecules (such as T-cell receptors,
integrins, Toll receptors, etc; see Ch. 6) involved in the cell-to-cell
interactions that areimportant in immunology, cell growth, migra-
tion and differentiation, some of which are also emerging as drug
targets. These receptors differ from conventional pharmacological
receptors in that they respond to proteins attached to cell surfaces
or extracellular structures, rather than to soluble mediators.
Various carrier proteins are often referred to as receptors, such as
the lozo-density lipoprotein receptor that plays a key role in lipid metab-
olism (Ch. 23) and the transferrin receptor involved in iron absorption
(Ch. 25). These entities have little in common with pharmacological
receptors. Though quite distinct from pharmacological receptors,
these proteins play an important role in the action of drugs such as
statins (Ch. 23).

RECEPTORS IN PHYSIOLOGICAL SYSTEMS

Receptors form a key part of the system of chemical com-
munication that all multicellular organisms use to coordi-
nate the activities of their cells and organs. Without them,
we would be unable to function.

Some fundamental properties of receptors are illus-
trated by the action of adrenaline (epineplirine) on the
heart. Adrenaline first binds to a receptor protein (the
adrenoceptor, see Ch. 14) that serves as a recognition site
for adrenaline and other catecholamines. When it binds to
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the receptor, a train of reactions is initiated (see Ch. 3),
leading to an increase in force and rate of the heartbeat.
In the absence of adrenaline, the receptor is functionally
silent. This is true of most receptors for endogenous
mediators (hormones, neurotransmitters, cytokines, etc.),
although there are examples (see Ch. 3) of receptors that
are ‘constitutively active’ - that is, they exert a controlling
influence even when no chemical mediator is present.

There is an important distinction between agonists,
which ‘activate’ the receptors, and antagonists, which
combine at the same site without causing activation, and
block the effect of agonists on that receptor. The distinc-
tion between agonists and antagonists only exists for
pharmacological receptors; we cannot usefully speak of
‘agonists’ for the other classes of drug target described
above.

The characteristics and accepted nomenclature of phar-
macological receptors are described by Neubig et al
(2003). The origins of the receptor concept and its phar-
macological significance are discussed by Rang (2006).

DRUG SPECIFICITY

For adrug to be useful as either a therapeutic or a scientific
tool, it must act selectively on particular cells and tissues.
In other words, it must show a high degree of binding site
specificity. Conversely, proteins that function as drug
targets generally show a high degree of ligand specificity;
they bind only molecules of a certain precise type.

These principles of binding site and ligand specificity
can be clearly recognised in the actions of a mediator
such as angiotensin (Ch. 22). This peptide acts strongly
on vascular smooth muscle, and on the kidney tubule,
but has very little effect on other kinds of smooth muscle
or on the intestinal epithelium. Other mediators affect a
quite different spectrum of cells and tissues, the pattern
in each case reflecting the specific pattern of expression
of the protein receptors for the various mediators. A
small chemical change, such as conversion of one of the
amino acids in angiotensin from L to D form, or removal
of one amino acid from the chain, can inactivate the mol-
ecule altogether, because the receptor fails to bind the
altered form. The complementary specificity of ligands
and binding sites, which gives rise to the very exact
molecular recognition properties of proteins, is central to
explaining many of the phenomena of pharmacology. It
is no exaggeration to say that the ability of proteins to
interact in a highly selective way with other molecules
- including other proteins - is the basis of living
machines. Its relevance to the understanding of drug
action will be a recurring theme in this book.

Finally, it must be emphasised that no drug acts with
complete specificity. Thus tricyclic antidepressant drugs
(Ch. 47) act by blocking monoamine transporters but are
notorious for producing side effects (e.g. dry mouth)
related to their ability to block various other receptors. In
general, the lower the potency of a drug and the higher
the dose needed, the more likely it is that sites of action
other than the primary one will assume significance. In
clinical terms, this is often associated with the appearance
of unwanted side effects, of which no drug is free.

Since the 1970s, pharmacological research has succeeded
in identifying the protein targets of many different types
of drug. Drugs such as opioid analgesics (Ch. 42), cannabi-
noids (Ch. 19) and benzodiazepine tranquillisers (Ch. 44),
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whose actions had been described in exhaustive detail for
many years, are now known to target well-defined recep-
tors, which have been fully characterised by gene-cloning
and protein crystallography techniques (see Ch. 3).

RECEPTOR CLASSIFICATION

V¥ Where the action of a drug can be associated with a particular
receptor, this provides a valuable means for classification and refine-
ment in drug design. For example, pharmacological analysis of the
actions of histamine (see Ch. 17) showed that some of its effects (the
H; effects, such as smooth muscle contraction) were strongly antago-
nised by the competitive histamine antagonists then known. Black
and his colleagues suggested in 1970 that the remaining actions of
histamine, which included its stimulant effect on gastric secretion,
might represent a second class of histamine receptor (H,). Testing a
number of histamine analogues, they found that some were selective
in producing H, effects, with little H, activity. By analysing which
parts of the histamine molecule conferred this type of specificity,
they were able to develop selective H, antagonists, which proved to
be potent in blocking gastric acid secretion, a development of major
therapeutic significance (Ch. 30).2 Two further types of histamine
receptor (H; and H,) were recognised later.

Receptor classification based on pharmacological responses contin-
ues to be a valuable and widely used approach. Newer experimental
approaches have produced other criteria on which to base receptor
classification. The direct measurement of ligand binding to receptors
(see below) has allowed many new receptor subtypes to be defined
that could not easily be distinguished by studies of drug effects.
Molecular cloning (see Ch. 3) provided a completely new basis for
classification at a much finer level of detail than can be reached
through pharmacological analysis. Finally, analysis of the biochemi-
cal pathways that are linked to receptor activation (see Ch. 3) pro-
vides yet another basis for classification.

The result of this data explosion was that receptor classification
suddenly became much more detailed, with a proliferation of recep-
tor subtypes for all the main types of ligand. As alternative molecu-
lar and biochemical classifications began to spring up that were
incompatible with the accepted pharmacologically defined receptor
classes, the International Union of Basic and Clinical Pharmacology
(IUPHAR) convened expert working groups to produce agreed
receptor classifications for the major types, taking into account the
pharmacological, molecular and biochemical information available.
These wise people have a hard task; their conclusions will be neither
perfect nor final but are essential to ensure a consistent terminology.
To the student, this may seem an arcane exercise in taxonomy,
generating much detail but little illumination. There is a danger that
the tedious lists of drug names, actions and side effects that used to
burden the subject will be replaced by exhaustive tables of receptors,
ligands and transduction pathways. In this book, we have tried to
avoid detail for its own sake and include only such information
on receptor classification as seems interesting in its own right
or is helpful in explaining the actions of important drugs. A com-
prehensive database of known receptor classes is available (see
www.guidetopharmacology.org/), as well as a regularly updated
summary (Alexander et al., 2013).

DRUG-RECEPTOR INTERACTIONS

Occupation of areceptor by a drug molecule may or may
not result in activation of the receptor. By activation,
we mean that the receptor is affected by the bound mol-
ecule in such a way as to alter the receptor’s behaviour
towards the cell and elicit a tissue response. The molecu-
lar mechanisms associated with receptor activation are

“For this work, and the development of B-adrenoceptor antagonists
using a similar experimental approach, Sir James Black was awarded
the 1984 Nobel Prize in Physiology or Medicine.

Occupation Activation

governed governed
by by
affinity efficacy
3 Drug K1

A + R — AR — AR*
(agonist) K1 o

RESPONSE

Drug K1
‘ B + R Z— BR NO RESPONSE
| | (antagonist) k-1

| Fig. 2.1 The distinction between drug binding and

| receptor activation. Ligand A is an agonist, because when it is
bound, the receptor (R) tends to become activated, whereas
ligand B is an antagonist, because binding does not lead to
activation. It is important to realise that for most drugs, binding
and activation are reversible, dynamic processes. The rate
constants k.., k_;, & and B for the binding, unbinding and
activation steps vary between drugs. For an antagonist, which
does not activate the receptor, f = 0.

discussed in Chapter 3. Binding and activation represent
two distinct steps in the generation of the receptor-
mediated response by an agonist (Fig. 2.1). If a drug binds
to the receptor without causing activation and thereby
prevents the agonist from binding, it is termed a receptor
antagonist. The tendency of a drug to bind to the receptors
is governed by its affinity, whereas the tendency for it,
once bound, to activate the receptor is denoted by its
efficacy. These terms are defined more precisely below
(p- 12 and 18). Drugs of high potency generally have a
high affinity for the receptors and thus occupy a signifi-
cant proportion of the receptors even at low concentra-
tions. Agonists also possess significant efficacy, whereas
antagonists, in the simplest case, have zero efficacy. Drugs
with intermediate levels of efficacy, such that even when
100% of the receptors are occupied the tissue response is
submaximal, are known as partial agonists, to distinguish
them from full agonists, the efficacy of which is sufficient
that they can elicit a maximal tissue response. These con-
cepts, though clearly an oversimplified description of
events at the molecular level (see Ch. 3), provide a useful
basis for characterising drug effects.

We now discuss certain aspects in more detail, namely
drug binding, agonist concentration-effect curves, com-
petitive antagonism, partial agonists and the nature of
efficacy. Understanding these concepts at a qualitative
level is sufficient for many purposes, but for more detailed
analysis a quantitative formulation is needed (see p. 18-20).

THE BINDING OF DRUGS TO RECEPTORS

V The binding of drugs to receptors can often be measured directly
by the use of drug molecules (agonists or antagonists) labelled with
one or more radioactive atoms (usually *H, "C or '®I). The usual
procedure is to incubate samples of the tissue (or membrane frag-
ments) with various concentrations of radioactive drug until equi-
librium is reached (i.e. when the rate of association [binding] and
dissociation [unbinding] of the radioactive drug are equal). The
bound radioactivity is measured after removal of the supernatant.
In such experiments, the radiolabelled drug will exhibit both specific
binding (i.e. binding to receptors, which is saturable as there are a
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Fig. 2.2 Measurement of receptor binding (8 adrenoceptors in cardiac cell membranes). The ligand was [°H]-cyanopindolol, a
derivative of pindolol (see Ch. 14). [A] Measurements of total and non-specific binding at equilibrium. Non-specific binding is measured in
the presence of a saturating concentration of a non-radioactive -adrenoceptor agonist, which prevents the radioactive ligand from binding
to B adrenoceptors. The difference between the two lines represents specific binding. [B] Specific binding plotted against concentration.
The curve is a rectangular hyperbola (equation 2.5). [C] Specific binding as in [B] plotted against the concentration on a log scale. The
sigmoid curve is a logistic curve representing the logarithmic scaling of the rectangular hyperbola plotted in panel [B] from which the

binding parameters K and B« can be determined.

finite number of receptors in the tissue) and a certain amount of
‘non-specific binding” (i.e. drug taken up by structures other than
receptors, which, at the concentrations used in such studies, is nor-
mally non-saturable), which obscures the specific component and
needs to be kept to a minimum. The amount of non-specific binding
is estimated by measuring the radioactivity taken up i the presence
of a saturating concentration of a (non-radioactive) ligand that
inhibits completely the binding of the radioactive drug to the recep-
tors, leaving behind the non-specific component. This is then sub-
tracted from the total binding to give an estimate of specific binding
(Fig. 2.2). The binding curve (Fig. 2.2B, C) defines the relationship
between concentration and the amount of drug bound (B), and in
most cases it fits well to the relationship predicted theoretically (see
Fig. 2.13), allowing the affinity of the drug for the receptors to be
estimated, as well as the binding capacity (B...), representing the
density of receptors in the tissue. When combined with functional
studies, binding measurements have proved very valuable. It has,
for example, been confirmed that the spare receptor hypothesis (p. 10)
for muscarinic receptors in smooth muscle is correct; agonists are
found to bind, in general, with rather low affinity, and a maximal
biological effect occurs at low receptor occupancy. It has also been
shown, in skeletal muscle and other tissues, that denervation leads
to an increase in the number of receptors in the target cell, a finding
that accounts, at least in part, for the phenomenon of denervation
supersensitivity. More generally, it appears that receptors tend to
increase in number, usually over the course of a few days, if the
relevant hormone or transmitter is absent or scarce, and to decrease
in number if it is in excess, a process of adaptation to drugs or hor-
mones resulting from continued administration (see p. 17).
Non-invasive imaging techniques, such as positron emission tomogra-
phy (PET), can also be used to investigate the distribution of recep-
tors in structures such as the living human brain. This technique has
been used, for example, to measure the degree of dopamine-receptor
blockade produced by antipsychotic drugs in the brains of schizo-
phrenic patients (see Ch. 46).

Binding curves with agonists oftenreveal an apparent heterogeneity
among receptors. For example, agonist binding to muscarinic recep-
tors (Ch. 13) and also to B adrenoceptors (Ch. 14) suggests at least
two populations of binding sites with different affinities. This may
be because the receptors can exist either unattached or coupled
within the membrane to another macromolecule, the G protein (see
Ch. 3), which constitutes part of the transduction system through

which the receptor exerts its regulatory effect. Antagonist binding
does not show this complexity, probably because antagonists, by
their nature, do not lead to the secondary event of G protein cou-
pling. Because agonist binding results in activation, agonist affinity
has proved to be a surprisingly elusive concept, about which affi-
cionados love to argue.

THE RELATION BETWEEN DRUG CONCENTRATION
AND EFFECT

Although binding can be measured directly, it is usually
a biological response, such as a rise in blood pressure,
contraction or relaxation of a strip of smooth muscle in an
organ bath, the activation of an enzyme, or a behavioural
response, that we are interested in, and this is often plotted
as a concentration—cffect curve (in vitro) or dose-response
curve (in vivo), as in Figure 2.3. This allows us to estimate
the maximal response that the drug can produce (E,.,,), and
the concentration or dose needed to produce a 50%
maximal response (ECs or EDs). A logarithmic concen-
tration or dose scale is often used. This transforms the
curve from a rectangular hyperbola to a sigmoidal curve
in which the mid portion is essentially linear (the impor-
tance of the slope of the linear portion will become appar-
ent later in this chapter when we consider antagonism and
partial agonists). The E,,..., ECsy and slope parameters are
useful for comparing different drugs that produce quali-
tatively similar effects (see Fig. 2.7 and Ch. 7). Although
they look similar to the binding curve in Figure 2.2C,
concentration-effect curves cannot be used to measure the
affinity of agonist drugs for their receptors, because the
response produced is not, as a rule, directly proportional
to receptor occupancy. This often arises because the
maximum response of a tissue may be produced by ago-
nists when they are bound to less than 100% of the recep-
tors. Under these circumstances the tissue is said to
possess spare receptors (see p. 10).

In interpreting concentration-effect curves, it must be
remembered that the concentration of the drug at the
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Fig. 2.3 Experimentally observed concentration-effect
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equation 2.5, fit the points well, such curves do not give correct |
estimates of the affinity of drugs for receptors. This is because [
the relationship between receptor occupancy and response is
usually non-linear. }

receptors may differ from the known concentration in the
bathing solution. Agonists may be subject to rapid enzymic
degradation or uptake by cells as they diffuse from the
surface towards their site of action, and a steady state can
be reached in which the agonist concentration at the
receptors is very much less than the concentration in the
bath. In the case of acetylcholine, for example, which is
hydrolysed by cholinesterase present in most tissues (see
Ch. 13), the concentration reaching the receptors can be
less than 1% of that in the bath, and an even bigger dif-
ference has been found with noradrenaline (norepine-
phrine), which is avidly taken up by sympathetic nerve
terminals in many tissues (Ch. 14). The problem is reduced
but not entirely eradicated by the use of recombinant
receptors expressed in cells in culture. Thus, even if the
concentration-effect curve, as in Figure 2.3, looks just like
a facsimile of the binding curve (Fig. 2.2C), it cannot be
used directly to determine the affinity of the agonist for
the receptors.

SPARE RECEPTORS

V Stephenson (1956), studying the actions of acetylcholine ana-
logues in isolated tissues, found that many full agonists were
capable of eliciting maximal responses at very low occupancies,
often less than 1%. This means that the mechanism linking the
response to receptor occupancy has a substantial reserve capacity.
Such systems may be said to possess spare receptors, or a receptor
reserve. The existence of spare receptors does not imply any func-
tional subdivision of the receptor pool, but merely that the pool is
larger than the number needed to evoke a full response. This surplus
of receptors over the number actually needed might seema wasteful
biological arrangement. But in fact it is highly efficient in that a given
number of agonist-receptor complexes, corresponding to a given
level of biological response, can be reached with a lower concentra-
tion of hormone or neurotransmitter than would be the case if fewer
receptors were provided. Economy of hormone or transmitter secre-
tion is thus achieved at the expense of providing more receptors.

COMPETITIVE ANTAGONISM

Though one drug can inhibit the response to another in
several ways (see p. 15), competition at the receptor level

Reversible competitive antagonism
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Fig. 2.4 Hypothetical agonist concentration-occupancy
curves in the presence of reversible [A] and irreversible [B]

| competitive antagonists. The concentrations are normalised
with respect to the equilibrium constants, K (i.e. 1.0 corresponds
to a concentration equal to K and results in 50% occupancy).

| Note that in [A] increasing the agonist concentration overcomes

| the effect of a reversible antagonist (i.e. the block is

| surmountable), so that the maximal response is unchanged,
whereas in [B] the effect of an irreversible antagonist is

| insurmountable and full agonist occupancy cannot be achieved.

is particularly important, both in the laboratory and in the
clinic, because of the high potency and specificity that can
be achieved.

In the presence of a competitive antagonist, the agonist
occupancy (ie. proportion of receptors to which the
agonist is bound) at a given agonist concentration is
reduced, because the receptor can accomimodate only one
molecule at a time. However, because the two are in com-
petition, raising the agonist concentration can restore the
agonist occupancy (and hence the tissue response). The
antagonism is therefore said to be surmountable, in con-
trast to other types of antagonism (see below) where
increasing the agonist concentration fails to overcome the
blocking effect. A simple theoretical analysis (see p. 19)
predicts that in the presence of a fixed concentration of
the antagonist, the log concentration-effect curve for the
agonist will be shifted to the right, without any change in
slope or maximum - the hallmark of competitive antago-
nism (Fig. 2.4A). The shift is expressed as a dose ratio,
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7 (the ratio by which the agonist concentration has to be
increased in the presence of the antagonist in order to
restore a given level of response). Theory predicts that the
dose ratio increases linearly with the concentration of the
antagonist (see p. 19). These predictions are often borne
out in practice (see Fig. 2.5A), providing a relatively
simple method for determining the dissociation constant
of the antagonist (Kj; Fig. 2.5B). Examples of competitive
antagonism are very common in pharmacology. The sur-
mountability of the block by the antagonist may be impor-
tant in practice, because it allows the functional effect of
the agonist to be restored by an increase in concentration.
With other types of antagonism (as detailed below), the
block is usually insurmountable.
The salient features of competitive antagonism are:

shift of the agonist log concentration-effect curve to

the right, without change of slope or maximum (i.e.

antagonism can be overcome by increasing the

concentration of the agonist)

* linear relationship between agonist dose ratio and
antagonist concentration

e evidence of competition from binding studies.

Competitive antagonism is the most direct mechanism by
which one drug can reduce the effect of another (or of an
endogenous mediator).

V The characteristics of rewversible competitive antagonisnt described
above reflect the fact that agonist and competitive antagonist mol-
ecules do not stay bound to the receptor but bind and rebind con-
tinuously. The rate of dissociation of the antagonist molecules is
sufficiently high that a new equilibrium is rapidly established on
addition of the agonist. In effect, the agonist is able to displace the
antagonist molecules from the receptors, although it cannot, of
course, evict a bound antagonist molecule. Displacement occurs
because, by occupying a proportion of the vacant receptors, the
agonist effectively reduces the rate of association of the antagonist
molecules; consequently, the rate of dissociation temporarily
exceeds that of association, and the overall antagonist occupancy
falls.

Competitive antagonism

e Reversible competitive antagonism is the commonest
and most important type of antagonism; it has two
main characteristics:

— in the presence of the antagonist, the agonist log
concentration-effect curve is shifted to the right
without change in slope or maximum, the extent of
the shift being a measure of the dose ratio

— the dose ratio increases linearly with antagonist
concentration

e Antagonist affinity, measured in this way, is widely
used as a basis for receptor classification.

IRREVERSIBLE COMPETITIVE ANTAGONISM
V Irreversible competitive (or non-equilibrinm) antagonisim occurs when
the antagonist binds to the same site on the receptor as the agonist
but dissociates very slowly, or not at all, from the receptors, with
the result that no change in the antagonist occupancy takes place
when the agonist is applied.®
The predicted effects of reversible and irreversible antagonists are
compared in Figure 2.4.
In some cases (Fig. 2.6A), the theoretical effect is accurately repro-
duced, but the distinction between reversible and irreversible com-
petitive antagonism (or even non-competitive antagonism; see
p. 17) is not always so clear. This is because of the phenomenon of
spare receptors (see p. 10); if the agonist occupancy required to
produce a maximal biological response is very small (say 1% of the
total receptor pool), then it is possible to block irreversibly nearly
99% of the receptors without reducing the maximal response. The
effect of a lesser degree of antagonist occupancy will be to produce
a parallel shift of the log concentration-effect curve that is indistin-
guishable from reversible competitive antagonism (Fig. 2.6B).

*This type of antagonism is sometimes called non-competitive, but that
term is ambiguous and best avoided in this context.




12

SECTION 1 GENERAL PRINCIPLES

( a0 T T T T T
| A) 4004 Control &
: 5 min
15 min
%
£
§ 30 min
9 50 &
a
a
o 60 min
(o4
120 min
0

I T | | |
100 102 108 107 10% 10°

5-Hydroxytryptamine concentration (mol/l)

] [} T 1 1
(® 100 — Control : 5
20 min
<
©
€
3?2
3 507 e 40 min i
c
o
[ol
[%2]
Q
o
/-——‘_‘ 60 min
0 ¢

| | | |
OB 7= S0 = S0 et - iee
Carbachol concentration (mol/l)

Fig. 2.6 Effects of irreversible competitive antagonists on
agonist concentration—effect curves. [A] Rat stomach smooth
muscle responding to 5-hydroxytryptamine at various times
after addition of methysergide (10-* mol/l). [B] Rabbit stomach
responding to carbachol at various times after addition of
dibenamine (10°° mol/l). (Panel [A] after Frankhuijsen AL, Bonta
IL 1974 Eur J Pharmacol 26, 220; panel [B] after Furchgott RF
1965 Adv Drug Res 3, 21.)

Irreversible competitive antagonism occurs with drugs
that possess reactive groups that form covalent bonds
with the receptor. These are mainly used as experimental
tools for investigating receptor function, and few are used
clinically. Irreversible enzyme inhibitors that act similarly
are clinically used, however, and include drugs such as
aspirin (Ch. 26), omeprazole (Ch. 30) and monoamine
oxidase inhibitors (Ch. 47).

PARTIAL AGONISTS AND THE CONCEPT
OF EFFICACY

So far, we have considered drugs either as agonists, which
in some way activate the receptor when they occupy it, or
as antagonists, which cause no activation. However, the
ability of a drug molecule to activate the receptor is actu-
ally a graded, rather than an all-or-nothing, property. If a
series of chemically related agonist drugs acting on the

same receptors is tested on a given biological system, it is
often found that the largest response that can be produced
differs from one drug to another. Some compounds
(known as full agonists) can produce a maximal response
(the largest response that the tissue is capable of giving),
whereas others (partial agonists) can produce only a sub-
maximal response. Figure 27A shows concentration-
effect curves for several o-adrenoceptor agonists (see Ch.
14), which cause contraction of isolated strips of rabbit
aorta. The full agonist phenylephrine produced the
maximal response of which the tissue was capable; the
other compounds could only produce submaximal
responses and are partial agonists. The difference between
full and partial agonists lies in the relationship between
receptor occupancy and response. In the experiment
shown in Figure 2.7 it was possible to estimate the affinity
of the various drugs for the receptor, and hence (based on
the theoretical model described later; p. 18) to calculate
the fraction of receptors occupied (known as occupancy) as
a function of drug concentration. Plots of response as a
function of occupancy for the different compounds are
shown in Figure 2.7B, showing that for partial agonists the
response at a given level of occupancy is less than for full
agonists. The weakest partial agonist, tolazoline, pro-
duces a barely detectable response even at 100% occu-
pancy, and is usually classified as a competitive antagonist
(see p. 10 and Ch. 14).

These differences can be expressed quantitatively in
terms of efficacy (e), a parameter originally defined by
Stephenson (1956) that describes the ‘strength’ of the
agonist-receptor complex in evoking a response of the
tissue. In the simple scheme shown in Figure 2.1, efficacy
describes the tendency of the drug-receptor complex to
adopt the active (AR¥), rather than the resting (AR), state.
A drug with zero efficacy (e = 0) has no tendency to cause
receptor activation, and causes no tissue response. A full
agonist is a drug whose efficacy” is sufficient that it pro-
duces a maximal response when less than 100% of recep-
tors are occupied. A partial agonist has lower efficacy,
such that 100% occupancy elicits only a submaximal
response.

V Subsequently, it was appreciated that characteristics of the tissue

(e.g. the number of receptors that it possesses and the nature of the

coupling between the receptor and the response; see Ch. 3), as well

as of the drug itself, were important, and the concept of intrinsic

efficacy was developed (see Kenakin, 1997), which can account for a

number of anomalous findings. For example, depending on tissue

characteristics, a given drug may appear as a full agonist in one
tissue but a partial agonist in another, and drugs may differ in their
relative agonist potencies in differenttissues, though the receptor is
the same.
It would be nice to be able to explain what efficacy means
in physical terms, and to understand why one drug may
be an agonist while another, chemically very similar, is an
antagonist. We are beginning to understand the molecular
events underlying receptor activation (described in Ch. 3)
but can still give no clear answer to the question of why
some ligands are agonists and some are antagonists,
although the simple theoretical two-state model described
below provides a useful starting point.

*In Stephenson’s formulation, efficacy is the reciprocal of the occupancy
needed to produce a 50% maximal response, thus ¢ = 25 implies that a
50% maximal response occurs at 4% occupancy. There is no theoretical
upper limit to efficacy.
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Fig. 2.7 Partial agonists. [A] Log concentration—effect curves
for a series of a-adrenoceptor agonists causing contraction of an
isolated strip of rabbit aorta. Phenylephrine is a full agonist. The
others are partial agonists with different efficacies. The lower the
efficacy of the drug the lower the maximum response and slope
of the log concentration-response curve. [B] The relationship
between response and receptor occupancy for the series. Note
that the full agonist, phenylephrine, produces a near-maximal
response when only about half the receptors are occupied,
whereas partial agonists produce submaximal responses even
when occupying all of the receptors. The efficacy of tolazoline is
so low that it is classified as an c-adrenoceptor antagonist (see
Ch. 14). In these experiments, receptor occupancy was not
measured directly, but was calculated from pharmacological
estimates of the equilibrium constants of the drugs. (Data from
Ruffolo RR Jr et al. 1979 J Pharmacol Exp Ther 209, 429-436.)

CONSTITUTIVE RECEPTOR ACTIVATION AND
INVERSE AGONISTS

V Although we are accustomed to thinking that receptors are acti-
vated only when an agonist molecule is bound, there are examples
(see De Ligt et al., 2000) where an appreciable level of activation
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(constitutive activation) may exist even when no ligand is present.
These include receptors for benzodiazepines (see Ch. 44), cannabi-
noids (Ch. 19), serotonin (Ch. 15) and several other mediators. Fur-
thermore, receptor mutations occur - either spontaneously, in some
disease states (see Bond & ljzerman, 2006), or experimentally created
(see Ch. 4) - that result in appreciable constitutive activation. Resting
activity may be too low to have any effect under normal conditions
but become evident if receptors are overexpressed, a phenomenon
clearly demonstrated for B adrenoceptors (see Bond et al., 1995), and
which may prove to have major pathophysiological implications.
Thus if, say, 1% of receptors are active in the absence of any agonist,
in a normal cell expressing perhaps 10000 receptors, only 100 will
be active. Increasing the expression level 10-fold will result in 1000
active receptors, producing a significant effect. Under these condi-
tions, it may be possible for a ligand to reducethe level of constitutive
activation; such drugs are known as inverse agonists (Fig. 2.8; see De
Ligt et al., 2000) to distinguish them from neutral antagonists, which
do not by themselves affect the level of activation. Inverse agonists
can beregarded as drugs with negative efficacy, to distinguish them
from agonists (positive efficacy) and neutral antagonists (zero effi-
cacy). Neutral antagonists, by binding to the agonist binding site,
will antagonise both agonists and inverse agonists. Inverse agonism
was first observed at the benzodiazepine receptor (Ch. 44) but such
drugs are proconvulsive and thus not therapeutically useful! New
examples of constitutively active receptors and inverse agonists are
emerging with increasing frequency (mainly among G protein-
coupled receptors; Seifert & Wenzel-Seifert, 2002). In theory, an
inverse agonist, by silencing constitutively active receptors, should
be more effective than a neutral antagonist in disease states associ-
ated with receptor mutations or with receptor-directed autoantibod-
ies that result in enhanced constitutive activation. These include
certain types of hyperthyroidism, precocious puberty and parathy-
roid diseases (see Bond & ljzerman, 2006). This remains to be veri-
fied, but it turns out that most of the receptor antagonists in clinical
use are actually inverse agonists when tested in systems showing
constitutive receptor activation. However, most receptors - like cats
- show a preference for the inactive state, and for these there is no
practical difference between a competitive antagonist and an inverse
agonist. It remains to be seen whether the inverse agonist principle
will prove to be generally important in therapeutics, but interest is
running high. So far, most examples come from the family of
G protein-coupled receptors (see Ch. 3 and the review by Costa &
Cotecchia, 2005), and it is not clear whether similar phenomena
occur with other receptor families.

The following section describes a simple model that
explains full, partial and inverse agonism in terms of the
relative affinity of different ligands for the resting and
activated states of the receptor.

The two-state receptor model

V As illustrated in Figure 2.1, agonists and antagonists both bind to
receptors, but only agonists activate them. How can we express this
difference, and account for constitutive activity, in theoretical terms?
The two-state model (Fig. 2.9) provides a simple but useful approach.
As shown in Figure 2.1, we envisage that the occupied receptor can
switch from its ‘resting’ (R) state to an activated (R*) state, R* being
favoured by binding of an agonist but not an antagonist molecule.
As described above, receptors may show constitutive activation (i.e.
the R* conformation can exist without any ligand being bound), so
the added drug encounters an equilibrium mixture of R and R* (Fig.
2.9). If it has a higher affinity for R* than for R, the drug will cause
a shift of the equilibrium towards R* (i.e. it will promote activation
and be classed as an agonist). If its preference for R* is very large,
nearly all the occupied receptors will adopt the R* conformation and
the drug will be a full agonist (positive efficacy); if it shows only a
modest degree of selectivity for R* (say 5-10-fold), a smaller propor-
tion of occupied receptors will adopt the R* conformation and it will
be a partial agonist; if it shows no preference, the prevailing R: R*
equilibrium will not be disturbed and the drug will be a neutral
antagonist (zero efficacy), whereas if it shows selectivity for R it will
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Fig. 2.9 The two-state model. The receptor is shown in two
conformational states, ‘resting’ (R) and ‘activated’ (R*), which

exist in equilibrium. Normally, when no liga
equilibrium lies far to the left, and few rece

nd is present, the
ptors are found in the

R* state. For constitutively active receptors, an appreciable
proportion of receptors adopt the R* conformation in the
absence of any ligand. Agonists have higher affinity for R* than
for R, so shift the equilibrium towards R*. The greater the
relative affinity for R* with respect to R, the greater the efficacy

of the agonist. An inverse agonist has high

er affinity for R than

for R* and so shifts the equilibrium to the left. A ‘neutral’
antagonist has equal affinity for R and R* so does not by itself
affect the conformational equilibrium but reduces by competition

the binding of other ligands.

shift the equilibrium towards R and be an inverse agonist (negative
efficacy). We can therefore think of efficacy as a property deter-
mined by the relative affinity of a ligand for R and R*, a formulation
known as the two-state model, which is useful in that it puts a physical
interpretation on the otherwise mysterious meaning of efficacy, as
well as accounting for the existence of inverse agonists.

BIASED AGONISM

A major problem with the two-state model is that, as we
now know, receptors are not actually restricted to two
distinct states but have much greater conformational flex-
ibility, so that there is more than one inactive and active
conformation. The different conformations that they can
adopt may be preferentially stabilised by different ligands,
and may produce different functional effects by activating
different signal transduction pathways (see Ch. 3).
Receptors that couple to second messenger systems (see
Ch. 3) can couple to more than one intracellular effector
pathway, giving rise to two or more simultaneous
responses. One might expect that all agonists that activate
the same receptor type would evoke the same array of
responses (Fig. 2.10A). However it has become apparent
that different agonists can exhibit bias for the generation
of one response over another even although they are
acting through the same receptor (Fig. 2.10B) probably
because they stabilise different conformational states of
the receptor. Agonist bias has become an important
concept in pharmacology recently and might in future
have important therapeutic implications (see Kelly, 2013).
Redefining and attempting to measure agonist efficacy
for such a multistate model is problematic, however, and
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requires a more complicated state transition model than
the two-state model described above. The errors, pitfalls
and a possible way forward have recently been outlined
by Kenakin and Christopoulos (2013).

ALLOSTERIC MODULATION

V¥ In addition to the agonist binding site (now referred to as the
orthosteric binding site), to which competitive antagonists also bind,
receptor proteins possess many other (allosteric) binding sites (see
Ch. 3) through which drugs can influence receptor function in
various ways, by increasing or decreasing the affinity of agonists for
the agonist binding site, by modifying efficacy or by producing a
response themselves (Fig. 2.11). Depending on the direction of the
effect, the ligands may be allosteric antagonists or allosteric facilita-
tors of the agonist effect, and the effect may be to alter the slope and
maximum of the agonist log concentration-effect curve (Fig. 2.11).
This type of allosteric modulation of receptor function has attracted
much attention recently (see review by May et al.,, 2007), and may
prove to be more widespread than previously envisaged. Well-
known examples of allosteric facilitation include glycine at NMDA
receptors (Ch. 38), benzodiazepines at GABA  receptors (Ch. 38),
cinacalcet at the Ca®* receptor (Ch. 36) and sulfonylurea drugs at
Karp channels (Ch. 31). One reason why allosteric modulation may
be important to the pharmacologist and future drug development
is that across families of receptors such as the muscarinic receptors
(see Ch. 13) the orthosteric binding sites are very similar and it has
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proven difficult to develop selective agonists and antagonists for
individual subtypes. The hope is that there will be greater variation
in the allosteric sites and that receptor-selective allosteric ligands
can be developed. Furthermore, positive allosteric modulators will
exert their effects only on receptors that are being activated by
endogenous ligands and have no effect on those that are not acti-
vated. This might provide a degree of selectivity (e.g. in potentiating
spinal inhibition mediated by endogenous opioids, see Ch. 42) and
a reduction in side effect profile.

Agonists, antagonists and efficacy .~ s

e Drugs acting on receptors may be agonists or

antagonists.

Agonists initiate changes in cell function, producing

effects of various types; antagonists bind to receptors

without initiating such changes.

Agonist potency depends on two parameters: affinity

(i.e. tendency to bind to receptors) and efficacy (i.e.

ability, once bound, to initiate changes that lead to

effects).

e For antagonists, efficacy is zero.

e Full agonists (which can produce maximal effects) have
high efficacy; partial agonists (which can produce only
submaximal effects) have intermediate efficacy.

e According to the two-state model, efficacy reflects the

relative affinity of the compound for the resting and

activated states of the receptor. Agonists show
selectivity for the activated state; antagonists show no
selectivity. This model, although helpful, fails to
account for the complexity of agonist action.

Inverse agonists show selectivity for the resting state

of the receptor, this being of significance only in

situations where the receptors show constitutive
activity.

Allosteric modulators bind to sites on the receptor

other than the agonist binding site and can modify

agonist activity.

OTHER FORMS OF DRUG ANTAGONISM

Other mechanisms can also account for inhibitory interac-
tions between drugs.
The most important ones are:

* chemical antagonism

e pharmacokinetic antagonism

¢ block of receptor-response linkage
¢ physiological antagonism.

CHEMICAL ANTAGONISM

Chemical antagonism refers to the uncommon situation
where the two substances combine in solution; as a result,
the effect of the active drug is lost. Examples include the
use of chelating agents (e.g. dimercaprol) that bind to
heavy metals and thus reduce their toxicity, and the use
of the neutralising antibody infliximab, which has an
anti-inflammatory action due to its ability to sequester
the inflammatory cytokine tumour necrosis factor (TNF;
see Ch. 18).
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PHARMACOKINETIC ANTAGONISM

Pharmacokinetic antagonism describes the situation in
which the ‘antagonist” effectively reduces the concentra-
tion of the active drug at its site of action. This can happen
in various ways. The rate of metabolic degradation of
the active drug may be increased (e.g. the reduction of
the anticoagulant effect of warfarin when an agent that
accelerates its hepatic metabolism, such as phenytoin, is
given; see Chs 9 and 57). Alternatively, the rate of absorp-
tion of the active drug from the gastrointestinal tract
may be reduced, or the rate of renal excretion may be
increased. Interactions of this sort, discussed in more
detail in Chapter 57, are common and can be important in
clinical practice.

BLOCK OF RECEPTOR-RESPONSE LINKAGE

Non-competitive antagonism describes the situation
where the antagonist blocks at some point downstream
from the agonist binding site on the receptor, and inter-
rupts the chain of events that leads to the production of a
response by the agonist. For example, ketamine enters the
ion channel pore of the NMDA receptor (see Ch. 38)
blocking it and thus preventing ion flux through the chan-
nels. Drugs such as verapamil and nifedipine prevent the
influx of Ca® through the cell membrane (see Ch. 22) and
thus block non-selectively the contraction of smooth
muscle produced by drugs acting at any receptor that
couples to these calcium channels. As a rule, the effect will
be to reduce the slope and maximum of the agonist log
concentration-response curve, although it is quite possi-
ble for some degree of rightward shift to occur as well.

PHYSIOLOGICAL ANTAGONISM

Physiological antagonism is a term used loosely to describe
the interaction of two drugs whose opposing actions in
the body tend to cancel each other. For example, hista-
mine acts on receptors of the parietal cells of the gastric
mucosa to stimulate acid secretion, while omeprazole
blocks this effect by inhibiting the proton pump; the two
drugs can be said to act as physiological antagonists.

Types of drug antagonism

Drug antagonism occurs by various mechanisms:

e chemical antagonism (interaction in solution)

e pharmacokinetic antagonism (one drug affecting the
absorption, metabolism or excretion of the other)

e competitive antagonism (both drugs binding to the
same receptors); the antagonism may be reversible or
irreversible

e interruption of receptor-response linkage

¢ physiological antagonism (two agents producing
opposing physiological effects).

DESENSITISATION AND TOLERANCE

Often, the effect of a drug gradually diminishes when it
is given continuously or repeatedly. Desensitisation and
tachyphylaxis are synonymous terms used to describe this
phenomenon, which often develops in the course of a few
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minutes. The term tolerance is conventionally used to
describe a more gradual decrease in responsiveness to a
drug, taking hours, days or weeks to develop, but the
distinction is not a sharp one. The term refractoriness is also
sometimes used, mainly in relation to a loss of therapeutic
efficacy. Drug resistance is a term used to describe the loss
of effectiveness of antimicrobial or antitumour drugs (see
Chs 50 and 56). Many different mechanisms can give rise
to these phenomena. They include:

e change in receptors

* translocation of receptors

¢ exhaustion of mediators

* increased metabolic degradation of the drug

¢ physiological adaptation

¢ active extrrusion of drug from cells (mainly relevant
in cancer chemotherapy; see Ch. 56).

CHANGE IN RECEPTORS

Among receptors directly coupled to ion channels (see
Ch. 3), desensitisation is often rapid and pronounced.
At the neuromuscular junction (Fig. 2.12A), the desensi-
tised state is caused by a conformational change in
the receptor, resulting in tight binding of the agonist mol-
ecule without the opening of the ionic channel. Phospho-
rylation of intracellular regions of the receptor protein is
a second, slower mechanism by which ion channels
become desensitised.

Most G protein-coupled receptors (see Ch. 3) also show
desensitisation (see Fig. 2.12B). Phosphorylation of the
receptor interferes with its ability to activate second
messenger cascades, although it can still bind the agonist
molecule. The molecular mechanisms of this “uncoupling’
are considered further in Chapter 3. This type of desensi-
tisation usually takes seconds to minutes to develop, and
recovers when the agonist is removed.

It will be realised that the two-state model in its
simple form, discussed earlier, needs to be further elabo-
rated to incorporate additional ‘desensitised” states of the
receptor.

TRANSLOCATION OF RECEPTORS

Prolonged exposure to agonists often results in a gradual
decrease in the number of receptors expressed on the
cell surface, as a result of internalisation of the receptors.
This is shown for p adrenoceptors in Figure 2.12B and is
a slower process than the uncoupling described above.
Similar changes have been described for other types
of receptor, including those for various peptides. The
internalised receptors are taken into the cell by endocyto-
sis of patches of the membrane, a process that normally
depends on receptor phosphorylation and the subsequent
binding of arrestin proteins to the phosphorylated
receptor (see Ch. 3, Fig. 3.16). This type of adaptation is
common for hormone receptors and has obvious rele-
vance to the effects produced when drugs are given for
extended periods. It is generally an unwanted complica-
tion when drugs are used clinically.

EXHAUSTION OF MEDIATORS

In some cases, desensitisation is associated with depletion
of an essential intermediate substance. Drugs such as
amphetamine, which acts by releasing amines from nerve
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Fig. 2.12 Two kinds of receptor desensitisation.
[A] Acetylcholine (ACh) at the frog motor endplate. Brief
depolarisations (upward deflections) are produced by short
pulses of ACh delivered from a micropipette. A long pulse
(horizontal line) causes the response to decline with a time
course of about 20 s, owing to desensitisation, and it recovers
with a similar time course. [B] f adrenoceptors of rat glioma
cells in tissue culture. Isoproterenol (1 umol/l) was added at time
zero, and the adenylyl cyclase response and 3-adrenoceptor
density measured at intervals. During the early uncoupling
phase, the response (blue line) declines with no change in
receptor density (red line). Later, the response declines further
concomitantly with disappearance of receptors from the
membrane by internalisation. The green and orange lines show
the recovery of the response and receptor density after the
isoproterenol is washed out during the early or late phase.
(Panel [A] fom Katz B, Thesleff S 1957 J Physiol 138, 63; panel
[B] from Perkins JP 1981 Trends Pharmacol Sci 2, 326.)

terminals (see Chs 14 and 48), show marked tachyphylaxis
because the amine stores become depleted.

ALTERED DRUG METABOLISM

Tolerance to some drugs, for example barbiturates (Ch.
44) and ethanol (Ch. 49), occurs partly because repeated
administration of the same dose produces a progressively
lower plasma concentration, because of increased meta-
bolic degradation. The degree of tolerance that results is
generally modest, and in both of these examples other
mechanisms contribute to the substantial tolerance that
actually occurs. On the other hand, the pronounced toler-
ance to nitrovasodilators (see Chs 20 and 22) results
mainly from decreased metabolism, which reduces the
release of the active mediator, nitric oxide.

PHYSIOLOGICAL ADAPTATION

Diminution of a drug’s effect may occur because it is nul-
lified by a homeostatic response. For example, the blood

pressure-lowering effect of thiazide diuretics is limited
because of a gradual activation of the renin-angiotensin
system (see Ch. 22). Such homeostatic mechanisms are
very common, and if they occur slowly the result will be
a gradually developing tolerance. It is a common experi-
ence that many side effects of drugs, such as nausea or
sleepiness, tend to subside even though drug administra-
tion is continued. We may assume that some kind of
physiological adaptation is occurring, presumably associ-
ated with altered gene expression resulting in changes in
the levels of various regulatory molecules, but little is
known about the mechanisms involved.

QUANTITATIVE ASPECTS OF
DRUG-RECEPTOR INTERACTIONS

V Here we present some aspects of so-called receptor theory, which
is based on applying the Law of Mass Action to the drug-receptor
interaction and which has served well as a framework for
interpreting a large body of quantitative experimental data (see
Colquhoun, 2006).

THE BINDING REACTION

¥V The first step in drug action on specific receptors is the formation
of a reversible drug-receptor complex, the reactions being governed
by the Law of Mass Action. Suppose that a piece of tissue, such as
heart muscle or smooth muscle, contains a total number of receptors,
Ny, for an agonist such as adrenaline. When the tissue is exposed
to adrenaline at concentration x, and allowed to come to equilib-
rium, a certain number, N, of the receptors will become occupied,
and the number of vacant receptors will be reduced to Ny, — N.
Normally, the number of adrenaline molecules applied to the tissue
in solution greatly exceeds N, so that the binding reaction does not
appreciably reduce x,. The magnitude of the response produced by
the adrenaline will be related (even if we do not know exactly how)
to the number of receptors occupied, so it is useful to consider what
quantitative relationship is predicted between N, and x . The reac-
tion can be represented by:

ki1
A + R —AT AR
drug + freereceptor complex
(Xa) (N —Na) (N4)

The Law of Mass Action (which states that the rate of a chemical
reactionis proportional to the product of the concentrations of reac-
tants) can be applied to this reaction.

Rate of forward reaction =k xa (N —Na) (2.1)
Rate of backward reaction = kN, (2.2)

At equilibrium, the two rates are equal:
KiXa (N ot =Na) =k Na (2.3)

The affinity constant of binding is given by k,,/k_; and from equation
2.3 equals N/x4(No -N4). Unfortunately this has units of reciprocal
concentration (1/mol) which for some of us is a little hard to get our
heads around. Pharmacologists therefore tend to use the reciprocal
of the affinity constant, the equilibriinm dissociation constant (K,),
which has units of concentration (mol/I).

Ka =koi/ ki =xa(N=Na)/ Na (2.4)

The proportion of receptors occupied, or occupancy (p4), is Na/ N
which is independent of Ny,.
Xa Xa
Pa = = K
Xa + ki / ko  Xa+Ka

(25)
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Fig. 2.13 Theoretical relationship between occupancy
and ligand concentration. The relationship is plotted according
to equation 2.5. [A] Plotted with a linear concentration scale,
this curve is a rectangular hyperbola. [B] Plotted with a log
concentration scale, it is a symmetrical sigmoid curve.

Thus if the equilibrium dissociation constant of a drug is known we
can calculate the proportion of receptors it will occupy at any
concentration.

Equation 2.5 can be written:
_ Xa/ Ky
Xa/ Kp +1

This important result is known as the Hill-Langmuir equation.®

(2.6)

Pa

The equilibrium dissociation constant, K,, is a characteristic of the drug
and of the receptor; it has the dimensions of concentration and is
numerically equal to the concentration of drug required to occupy
50% of the sites at equilibrium. (Verify from equation 2.5 that when
xa=K,\, pa=0.5.) The higher the affinity of the drug for the receptors,
the lower will be the value of K. Equation 2.6 describes the relation-
ship between occupancy and drug concentration, and it generates a
characteristic curve known as a rectangular lyperbola, as shown in
Figure 2.13A. It is common in pharmacological work to use a loga-
rithmic scale of concentration; this converts the hyperbola to a sym-
metrical sigmoid curve (Fig. 2.13B).

The same approach is used to analyse data from experiments in
which drug binding is measured directly (see p. 9, Fig. 2.2). In this
case, the relationship between the amount bound (B) and ligand
concentration (x,) should be:

B=BmaxXA/(XA +KA) (27)

where B, is the total number of binding sites in the preparation
(often expressed as pmol/mg of protein). To display the results in
linear form, equation 2.6 may be rearranged to:

B/ Xa =Buax/ (Ka =B/ Ky) (2.8)

*A.V. Hill first published it in 1909, when he was still a medical
student. Langmuir, a physical chemist working on gas adsorption,
derived it independently in 1916. Both subsequently won Nobel Prizes.
Until recently, it was known to pharmacologists as the Langmuir
equation, even though Hill deserves the credit.

HOW DRUGS ACT: GENERAL PRINCIPLES

A plot of B/ x4 against B (known as a Scatchard plot) gives a straight
line from which both B, and K, can be estimated. Statistically, this
procedure is not without problems, and it is now usual to estimate
these parameters from the untransformed binding values by an
iterative non-linear curve-fitting procedure.

To this point, our analysis has considered the binding of one ligand
to a homogeneous population of receptors. To get closer to real-life
pharmacology, we must consider (a) what happens when more than
one ligand is present, and (b) how the tissue response is related to
receptor occupancy.

BINDING WHEN MORE THAN ONE DRUG
IS PRESENT

V Suppose that two drugs, A and B, which bind to the same receptor
with equilibrium dissociation constants K, and Kj, respectively, are
present at concentrations x, and xg. If the two drugs compete (i.e.
the receptor can accommodate only one at a time), then, by applica-
tion of the same reasoning as for the one-drug situation described
above, the occupancy by drug A is given by:

B Xa/ Ka
Xa/ K +x5/ Kg+1

Pa (2.9)

Comparing this result with equation 2.5 shows that adding drug B,
as expected, reduces the occupancy by drug A. Figure 2.4A (p. 10)
shows the predicted binding curves for A in the presence of increas-
ing concentrations of B, demonstrating the shift without any change
of slope or maximum that characterises the pharmacological effect
of a competitive antagonist (see Fig. 2.5). The extent of the rightward
shift, on a logarithmic scale, represents the ratio (r,, given by x,"/xx
where x,” is the increased concentration of A) by which the concen-
tration of A must be increased to overcome the competition by B.
Rearranging equation 2.9 shows that

ra =(Xs/ Kg)+1 (2.10)

Thus r, depends only on the concentration and equilibrium disso-
ciation constant of the competing drug B, not on the concentration
or equilibrium dissociation constant of A.

If A'is an agonist, and B is a competitive antagonist, and we assume
that the response of the tissue will be an unknown function of p,,
then the value of ry determined from the shift of the agonist
concentration-effect curve at different antagonist concentr-ations can
be used to estimate the equilibrium constant Ky for the antagonist.
Such pharmacological estimates of r, are commonly termed agouist
dose ratios (more properly concentration ratios, although most phar-
macologists use the older term). This simiple and very useful equa-
tion (2.10) is known as the Schild equation, after the pharmacologist
who first used it to analyse drug antagonism.

Equation 2.10 can be expressed logarithmically in the form:

log(ra — 1) =logxg —logKyg (2.11)

Thus a plot of log (r1—1) against log x, usually called a Schild plot
(asinFig. 2.5 above), should give a straight line with unit slope (i.e.
its gradient is equal to 1) and an abscissal intercept equal to log K.
Following the pH and pK notation, antagonist potency can be
expressed as a pA, value; under conditions of competitive antago-
nism, pA, = —log Ks. Numerically, pA; is defined as the negative
logarithm of the molar concentration of antagonist required to
produce an agonist dose ratio equal to 2. As with pH notation, its
principal advantage is that it produces simple numbers, a pA, of 6.5
being equivalent to a Kg of 3.2 x 107 mol/I.

For competitive antagonism, r shows the following characteristics:

* It depends only on the concentration and equilibrium dissocia-
tion constant of the antagonist, and not on the size of response
that is chosen as a reference point for the measurements (so long
as it is submaximal).

* It does not depend on the equilibrium dissociation constant of
the agonist.
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* It increases linearly with xg, and the slope of a plot of (r,-1)
against xg is equal to 1/Kjg; this relationship, being independent
of the characteristics of the agonist, should be the same for an
antagonist against all agonists that act on the same population of
receptors.

These predictions have been verified for many examples of competi-

tive antagonism (see Fig. 2.5).

In this section, we have avoided going into great detail and have

oversimplified the theory considerably. As we learn more about the

actual molecular details of how receptors work to produce their
biological effects (see Ch. 3), the shortcomings of this theoretical
treatment become more obvious. The two-state model can be incor-
porated without difficulty, but complications arise when we include
the involvement of G proteins (see Ch. 3) in the reaction scheme (as
they shift the equilibrium between R and R*), and when we allow
for the fact that receptor ‘activation’ is not a simple on-off switch,
as the two-state model assumes, but may take different forms.

Despite strenuous efforts by theoreticians to allow for such possibili-

ties, the molecules always seem to remain one step ahead. Neverthe-

less, this type of basic theory applied to the two-state model remains

a useful basis for developing quantitative models of drug action.

The book by Kenakin (1997) is recommended as an introduction,

and the later review (Kenakin & Christopoulos, 2011) presents a

detailed account of the value of quantification in the study of drug

action.

Binding of drugs to receptors vl

e Binding of drugs to receptors necessarily obeys the
Law of Mass Action.

e At equilibrium, receptor occupancy is related to drug
concentration by the Hill-Langmuir equation (2.5).

e The higher the affinity of the drug for the receptor, the
lower the concentration at which it produces a given
level of occupancy.

e The same principles apply when two or more drugs
compete for the same receptors; each has the effect
of reducing the apparent affinity for the other.

THE NATURE OF DRUG EFFECTS

In discussing how drugs act in this chapter, we have
focused mainly on the consequences of receptor activa-
tion. Details of the receptors and their linkage to effects at
the cellular level are described in Chapter 3. We now have
a fairly good understanding at this level. It is important,
however, particularly when considering drugs in a thera-
peutic context, that their direct effects on cellular function
generally lead to secondary, delayed effects, which are
often highly relevant in a clinical situation in relation to
both therapeutic efficacy and harmful effects (see Fig.
2.14). For example, activation of cardiac B adrenoceptors
(see Chs 3 and 21) causes rapid changes in the functioning
of the heart muscle, but also slower (minutes to hours)
changes in the functional state of the receptors (e.g. desen-
sitisation), and even slower (hours to days) changes in
gene expression that produce long-term changes (e.g.
hypertrophy) in cardiac structure and function. Opioids
(see Ch. 42) produce an immediate analgesic effect but,
after a time, tolerance and dependence ensue, and in some

Drug + target

- X

Rapid Rapid

Rapid
physiological Slow Altered gene
responses <€ expression
Slow
Delayed
responses

Fig. 2.14 Early and late responses to drugs. Many drugs
act directly on their targets (left-hand arrow) to produce a rapid
physiological response. If this is maintained, it is likely to cause
changes in gene expression that give rise to delayed effects.
Some drugs (right-hand arrow) have their primary action on
gene expression, producing delayed physiological responses.
Drugs can also work by both pathways. Note the bidirectional
interaction between gene expression and response.

cases long-term addiction. In these and many other exam-
ples, the nature of the intervening mechanism is unclear,
although as a general rule any long-term phenotypic
change necessarily involves alterations of gene expres-
sion. Drugs are often used to treat chronic conditions, and
understanding long-term as well as acute drug effects is
becoming increasingly important. Pharmacologists have
traditionally tended to focus on short-term physiological
responses, which are much easier to study, rather than on
delayed effects. The focus is now clearly shifting.

Drug effects

e Drugs act mainly on cellular targets, producing
effects at different functional levels (e.g. biochemical,
cellular, physiological and structural).

e The direct effect of the drug on its target produces
acute responses at the biochemical, cellular or
physiological levels.

e Acute responses generally lead to delayed long-term
effects, such as desensitisation or down-regulation of
receptors, hypertrophy, atrophy or remodelling of
tissues, tolerance, dependence and addiction.

e | ong-term delayed responses result from changes in
gene expression, although the mechanisms by which
the acute effects bring this about are often uncertain.

e Therapeutic effects may be based on acute responses
(e.g. the use of bronchodilator drugs to treat asthma;
Ch. 28) or delayed responses (e.g. antidepressants;
Ch. 47).
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OVERVIEW

In this chapter, we move from the general principles
of drug action outlined in Chapter 2 to the molecules
that are involved in recognising chemical signals and
translating them into cellular responses. Molecular
pharmacology is advancing rapidly, and the new
knowledge is changing our understanding of drug
action and also opening up many new therapeutic
possibilities, further discussed in other chapters.

First, we consider the types of target proteins on
which drugs act. Next, we describe the main families
of receptors and ion channels that have been
revealed by cloning and structural studies. Finally,
we discuss the various forms of receptor-effector
linkage (signal transduction mechanisms) through
which receptors are coupled to the regulation of cell
function. The relationship between the molecular
structure of a receptor and its functional linkage to
a particular type of effector system is a principal
theme. In the next two chapters, we see how these
molecular events alter important aspects of cell func-
tion - a useful basis for understanding the effects of
drugs on intact living organisms. We go into more
detail than is necessary for understanding today’s
pharmacology at a basic level, intending that stu-
dents can, if they wish, skip or skim these chapters
without losing the thread; however, we are confi-
dent that tomorrow’s pharmacology will rest solidly
on the advances in cellular and molecular biology
that are discussed here.

TARGETS FOR DRUG ACTION

The protein targets for drug action on mammalian cells
(Fig. 3.1) that are described in this chapter can be broadly
divided into:

°* receptors

* ion channels

* enzymes

* transporters (carrier molecules).

The great majority of important drugs act on one or other
of these types of protein, but there are exceptions. For
example, colchicine used to treat arthritic gout attacks
(Ch. 26) interacts with the structural protein tubulin,
while several immunosuppressive drugs (e.g. ciclosporin,
Ch. 26) bind to cytosolic proteins known as immunophi-
lins. Therapeutic antibodies that act by sequestering
cytokines (protein mediators involved in inflammation;
see Ch. 26) are also used. Targets for chemotherapeutic
drugs (Chs 50-56), where the aim is to suppress invading
microorganisms or cancer cells, include DNA and cell
wall constituents as well as other proteins.

3 How drugs act: molecular aspects

RECEPTORS

Receptors (Fig. 3.1A) are the sensing elements in the
system of chemical communications that coordinates the
function of all the different cells in the body, the chemical
messengers being the various hormones, transmitters and
other mediators discussed in Section 2 of this book. Many
therapeutically useful drugs act, either as agonists or
antagonists, on receptors for known endogenous media-
tors. In most cases, the endogenous mediator was discov-
ered before - often many years before - the receptor was
characterised pharmacologically and biochemically, but in
recent years, many receptors have been identified initially
on the basis of their pharmacological or molecular charac-
teristics. In some cases, such as the cannabinoid and opioid
receptors (see Chs 19 and 42), the endogenous mediators
were identified later; in others, known as orphan receptors
(see below) the mediator, if it exists, still remains unknown.

ION CHANNELS

Ion channels' are essentially gateways in cell membranes
that selectively allow the passage of particular ions, and
that are induced to open or close by a variety of mecha-
nisms. Two important types are ligand-gated channels and
voltage-gated channels. The former open only when one or
more agonist molecules are bound, and are properly clas-
sified as receptors, since agonist binding is needed to acti-
vate them. Voltage-gated channels are gated by changes
in the transmembrane potential rather than by agonist
binding.

In general, drugs can affect ion channel function in
several ways:

1. By binding to the channel protein itself, either to the
ligand-binding (orthosteric) site of ligand-gated
channels, or to other (allosteric) sites, or, in the simplest
case, exemplified by the action of local anaesthetics on
the voltage-gated sodium channel (see Ch. 43), the
drug molecule plugs the channel physically (Fig. 3.1B),
blocking ion permeation. Examples of drugs that bind
to allosteric sites on the channel protein and thereby
affect channel gating include:

- benzodiazepine tranquillisers (see Ch. 44). These
drugs bind to a region of the GABA, receptor-
chloride channel complex (a ligand-gated channel)
that is distinct from the GABA binding site and
facilitate the opening of the channel by the
inhibitory neurotransmitter GABA (see Ch. 38)

“lon channels and the electrical properties they confer on cells are
involved in every human characteristic that distinguishes us from the
stones in a field” (Armstrong CM 2003 Voltage-gated K channels;
http://www stke.org).
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- vasodilator drugs of the dihydropyridine type
(see Ch. 22), which inhibit the opening of L-type
calcium channels (see Ch. 4)

- sulfonylureas (see Ch. 31) used in treating
diabetes, which act on ATP-gated potassium
channels of pancreatic B-cells and thereby
enhance insulin secretion.

2. By an indirect interaction, involving a G protein and
other intermediaries (see p. 30).

3. By altering the level of expression of ion channels on
the cell surface. For example gabapentin reduces the
insertion of neuronal calcium channels into the
plasma membrane (Ch. 45).

A summary of the different ion channel families and their
functions is given below.

HOW DRUGS ACT: MOLECULAR ASPECTS

ENZYMES

Many drugs are targeted on enzymes (Fig. 3.1C). Often,
the drug molecule is a substrate analogue that acts as a
competitive inhibitor of the enzyme (e.g. captopril, acting
on angiotensin-converting enzyme; Ch. 22); in other cases,
the binding is irreversible and non-competitive (e.g.
aspirin, acting on cyclo-oxygenase; Ch. 26). Drugs may
also act as false substrates, where the drug molecule
undergoes chemical transformation to form an abnormal
product that subverts the normal metabolic pathway.
An example is the anticanicer drug fluorouracil, which
replaces uracil as an intermediate in purine biosynthesis
but cannot be converted into thymidylate, thus blocking
DNA synthesis and preventing cell division (Ch. 56).

It should also be mentioned that drugs may require
enzymic degradation to convert them from an inactive
form, the prodrug (see Ch. 9), to an active form (e.g. enal-
april is converted by esterases to enalaprilat, which inhib-
its angiotensin converting enzyme). Furthermore, as
discussed in Chapter 57, drug toxicity often results from
the enzymic conversion of the drug molecule to a reactive
metabolite. Paracetamol (see Ch. 26) causes liver damage
in this way. As far as the primary action of the drug is
concerned, this is an unwanted side reaction, but it is of
major practical importance.

TRANSPORTERS

The movement of ions and small organic molecules across
cell membranes generally occurs either through channels
(see above), or through the agency of a transport protein,
because the permeating molecules are often too polar (i.e.
insufficiently lipid-soluble) to penetrate lipid membranes
on their own (Fig. 3.1D). Many such transporters are known;
examples of particular pharmacological importance include
thoseresponsible for the transport of ions and many organic
molecules across the renal tubule, the intestinal epithelium
and the blood-brain barrier, the transport of Na* and Ca*
out of cells, the uptake of neurotransmitter precursors (such
as choline) or of neurotransmitters themselves (such as
amines and amino acids) by nerve terminals, and the trans-
port of drug molecules and their metabolites across cell
membranes and epithelial barriers. We shall encounter
transporters frequently in later chapters.

In many cases, hydrolysis of ATP provides the energy
for transport of substances against their electrochemical
gradient. Such transport proteins include a distinct ATP
binding site, and are termed ABC (ATP-binding cassette)
transporters. Important examples include the sodium
pump (Na*-K*-ATPase; see Ch. 4) and multi-drug resistance
(MDR) transporters that eject cytotoxic drugs from cancer
and microbial cells, conferring resistance to these thera-
peutic agents (see Ch. 56). In other cases, including the
neurotransmitter transporters, the transport of organic
molecules is coupled to the transport of ions (usually Na®),
either in the same direction (symport) or in the opposite
direction (antiport), and therefore relies on the electro-
chemical gradient for Na* generated by the ATP-driven
sodium pump. The carrier proteins embody a recognition
site that makes them specific for a particular permeating
species, and these recognition sites can also be targets for
drugs whose effect is to block the transport system.

The importance of transportersas a source of individual
variation in the pharmacokinetic characteristics of various
drugs is becoming increasingly recognised (see Ch. 10).
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RECEPTOR PROTEINS
CLONING OF RECEPTORS

In the 1970s, pharmacology entered a new phase when
receptors, which had until then been theoretical entities,
began to emerge as biochemical realities following the
development of receptor-labelling techniques (see Ch. 2),
which made it possible to extract and purify the receptor
material.

Once receptor proteins were isolated and purified, it
was possible to analyse the amino acid sequence of a short
stretch, allowing the corresponding base sequence of the
mRNA to be deduced and full-length DNA to be isolated
by conventional cloning methods, starting from a cDNA
library obtained from a tissue source rich in the receptor
of interest. The first receptor clones were obtained in this
way, but subsequently expression cloning and, with
the sequencing of the entire genome of various species,
including human, cloning strategies based on sequence
homologies, which do not require prior isolation and
purification of the receptor protein, were widely used,
and now several hundred receptors of all four structural
families (see p. 25) have been cloned. Endogenous ligands
for many of these novel receptors identified by gene
cloning are so far unknown, and they are described as
‘orphan receptors’.” Identifying ligands for these pre-
sumed receptors is often difficult. However, there are
examples (e.g. the cannabinoid receptor; see Ch. 19) where
important endogenous ligands have been linked to
hitherto orphan receptors, and others, such as PPARs
(peroxisome proliferator-activated receptors) that have
emerged as the targets of important therapeutic drugs (see
Ch. 32) though the endogenous ligand remains unknown.
There is optimism that novel therapeutic agents will
emerge by targeting this pool of unclaimed receptors.

Much information has been gained by introducing the
cloned DNA encoding individual receptors into cell lines,
producing cells that express the foreign receptors in a
functional form. Such engineered cells allow much more
precise control of the expressed receptors than is possible
with natural cells or intact tissues, and the technique is
widely used to study the binding and pharmacological
characteristics of cloned receptors. Expressed human
receptors, which often differ in their sequence and phar-
macological properties from their animal counterparts,
can be studied in this way.

The cloning of receptors revealed many molecular vari-
ants (subtypes) of known receptors, which had not been
evident from pharmacological studies. This produced
some taxonomic confusion, but in the long term molecular
characterisation of receptors is essential. Barnard, one of
the high priests of receptor cloning, was undaunted by the
proliferation of molecular subtypes among receptors that
pharmacologists had thought that they understood. He
quoted Thomas Aquinas: ‘Types and shadows have their
ending, for the newer rite is here’. The newer rite, Barnard
confidently asserted, was molecular biology. Analysis of
the human and other mammalian genomes suggests that

*An oddly Dickensian term that seems inappropriately condescending,
because we can assume that these receptors play defined roles in
physiological signalling, their ‘orphanhood’ reflects our ignorance, not
their status. More information on orphan receptors can be found at
www.guidetopharmacology.org/GRAC/FamilyDisplayForward
?familyld=115#16.

many hundreds of receptor-like genes are present, with
many still to be fully characterised.

Receptors are proteins normally embedded in mem-
brane lipid and thus have proven very difficult to crystal-
lise. Obtaining crystals of a protein allows its structure to
be analysed at very high resolution by X-ray diffraction
techniques. Much of our knowledge of ligand-gated ion
channel structure comes from work on the nicotinic ace-
tylcholine receptor. Recent years have seen great strides
made in crystallising other types of receptors. So far,
much of the information obtained relates to how ligands
bind to receptors (i.e. the extracellular domains), but we
are now beginning to learn more about agonist-induced
receptor conformational changes and how signalling is
initiated (see Audet & Bouvier, 2012).

Now that the genes have been clearly identified, the
emphasis has shifted to characterising the receptors phar-
macologically and determining their molecular character-
istics and physiological functions.

TYPES OF RECEPTOR

Receptors elicit many different types of cellular effect.
Some of them are very rapid, such as those involved in
synaptic transmission, operating within milliseconds,
whereas other receptor-mediated effects, such as those
produced by thyroid hormone or various steroid hor-
mones, occur over hours or days. There are also many
examples of intermediate timescales - catecholamines,
for example, usually act in a matter of seconds, whereas
many peptides take rather longer to produce their effects.
Not surprisingly, very different types of linkage between
the receptor occupation and the ensuing response are
involved. Based on molecular structure and the nature of
this linkage (the transduction mechanism), we can distin-
guish four receptor types, or superfamilies (see Figs 3.2
and 3.3; Table 3.1).

* Type 1: ligand-gated ion channels (also known as
ionotropic receptors).’ The chain of discoveries
culminating in the molecular characterisation of
these receptors is described by Halliwell (2007).
Typically, these are the receptors on which fast
neurotransmitters act (Table 3.1).

* Type 2: G protein-coupled receptors (GPCRs).
These are also known as metabotropic receptors or
7-transmembrane (7-TM or heptahelical) receptors.
They are membrane receptors that are coupled to
intracellular effector systems primarily via a G
protein (see p. 27). They constitute the largest
family,* and include receptors for many hormones
and slow transmitters (Table 3.1).

e Type 3: kinase-linked and related receptors. This is
a large and heterogeneous group of membrane
receptors responding mainly to protein mediators.
They comprise an extracellular ligand-binding
domain linked to an intracellular domain by a

*Here, focusing on receptors, we include ligand-gated ion channels as
an example of a receptor family. Other types of ion channels are
described later (p. 45); many are also drug targets, although not
receptors in the strict sense.

‘There are 865 human GPCRs comprising 1.6% of the genome
(Fredriksson & Schisth, 2005). Nearly 500 of these are believed to be
odorant receptors involved in smell and taste sensations, the remainder
being receptors for known or unknown endogenous mediators

- enough to keep pharmacologists busy for some time yet.
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Fig. 3.2 Types of receptor-effector linkage. ACh, acetylcholine; E, enzyme; G, G protein; R, receptor.

single transmembrane helix. In many cases, the
intracellular domain is enzymic in nature (with
protein kinase or guanylyl cyclase activity).

e Type 4: nuclear receptors. These are receptors
that regulate gene transcription.” Receptors of this
type also recognise many foreign molecules,
inducing the expression of enzymes that metabolise
them.

MOLECULAR STRUCTURE OF RECEPTORS

The molecular organisation of typical members of each
of these four receptor superfamilies is shown in Figure
33. Although individual receptors show considerable
sequence variation in particular regions, and the lengths
of the main intracellular and extracellular domains also
vary from one to another within the same family, the
overall structural patterns and associated signal transduc-
tion pathways are very consistent. The realisation that just
four receptor superfamilies provide a solid framework for
interpreting the complex welter of information about the
effects of a large proportion of the drugs that have been
studied has been one of the most refreshing developments
in modern pharmacology.

RECEPTOR HETEROGENEITY AND SUBTYPES

Receptors within a given family generally occur in several
molecular varieties, or subtypes, with similar architecture
but significant differences in their sequences, and often in

°The term snuclear receptor is something of a misnomer, because some
are actually located in the cytosol and migrate to the nuclear
compartment when a ligand is present.

Protein synthesis Protein synthesis

v

Cellular effects Cellular effects

Hours Hours
Cytokine receptors Oestrogen
receptor

their pharmacological properties.® Nicotinic acetylcholine
receptors are typical in this respect; distinct subtypes
occur in different brain regions (see Table 39.2), and these
differ from the muscle receptor. Some of the known phar-
macological differences (e.g. sensitivity to blockingagents)
between muscle and brain acetylcholine receptors corre-
late with specific sequence differences; however, as far as
we know, all nicotinic acetylcholine receptors respond to
the same physiological mediator and produce the same
kind of synaptic response, so why many variants should
have evolved is still a puzzle.
¥ Much of the sequence variation that accounts for receptor diver-
sity arises at the genomic level, i.e. different genes give rise to dis-
tinct receptor subtypes. Additional variation arises from alternative
mRNA splicing, which means that a single gene can give rise to
more than one receptor isoform. After translation from genomic
DNA, the mRNA normally contains non-coding regions (introns)
that are excised by mRNA splicing before the message is translated
into protein. Depending on the location of the splice sites, splicing
can result in inclusion or deletion of one or more of the mRNA
coding regions, giving rise to long or shortforms of the protein. This
is an important source of variation, particularly for GPCRs, which
produces receptors with different binding characteristics and differ-
ent signal transduction mechanisms, although its pharmacological
relevance remains to be clarified. Another process that can produce
different receptors from the same gene is mRNA editing, which
involves the mischievous substitution of one base in the mRNA for
another, and hence a small variation in the amino acid sequence of
the receptor.
Molecular heterogeneity of this kind is a feature of all
kinds of receptors - indeed of functional proteins in

°Receptors for 5-hydroxytry ptamine (see Ch. 15) are currently the
champions with respect to diversity, with 14 cloned subtypes.
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Fig. 3.3 General structure of four receptor families. The \
rectangular segments represent hydrophobic o-helical regions of
the protein comprising approximately 20 amino acids, which
form the membrane-spanning domains of the receptors. [A] Type
1: ligand-gated ion channels. The example illustrated here shows
the subunit structure of the nicotinic acetylcholine receptor. The
subunit structure of other ligand-gated ion channels is shown in
Fig. 3.20. Many ligand-gated ion channels comprise four or five
subunits of the type shown, the whole complex containing 16-20
membrane-spanning segments surrounding a central ion
channel. [B] Type 2. G protein-coupled receptors. [C] Type 3:
kinase-linked receptors. Most growth factor receptors
incorporate the ligand-binding and enzymatic (kinase) domains in
the same molecule, as shown, whereas cytokine receptors lack
an intracellular kinase domain but link to cytosolic kinase
molecules. Other structural variants also exist. [D] Type 4:
nuclear receptors that control gene transcription.

general. New receptor subtypes and isoforms continue to
be discovered, and regular updates of the catalogue are
available (www.guidetopharmacology.org/). The prob-
lems of classification, nomenclature and taxonomy result-
ing from this flood of data have been mentioned earlier.

From the pharmacological viewpoint, where our concern
is to understand individual drugs and what they do to
living organisms, and to devise better ones, it is iimportant
that we keep molecular pharmacology in perspective. The
mewer rite’ has proved revelatory in many ways, but the
sheer complexity of the ways in which molecules behave
means that we have a long way to go before reaching the
reductionist Utopia that molecular biology promised.
When we do, this book will get much shorter. In the
meantime, we try to pick out the general principles
without getting too bogged down in detail.

We will now describe the characteristics of each of the
four receptor superfamilies.

TYPE 1: LIGAND-GATED ION CHANNELS

In this general description of ligand-gated ion channel
structure we will focus primarily on the nicotinic acetyl-
choline receptor, which we find at the skeletal neuromus-
cular junction (Ch. 13). It is the one we know most about
and is similar in structure and function to other cys-loop
receptors (so called because they have in their structure
a large intracellular domain between transmembrane
domains 3 and 4 containing multiple cystine residues [see
Fig. 3.3A]), which also include the GABA, and glycine
receptors (Ch. 38) as well as the 5-HT; (Chs 15 and 39)
receptor. Other types of ligand-gated ion channel exist -
namely ionotropic glutamate receptors (Ch. 38) and purin-
ergic P2X receptors (Chs 16 and 39) - that differ in several
respects from the nicotinic acetylcholine receptor.

MOLECULAR STRUCTURE

Ligand-gated ion channels have structural features in
common with other ion channels, described on p. 45. The
nicotinic acetylcholine receptor (Fig. 3.4), the first to be
cloned, consists of a pentameric assembly of different
subunits, of which there are four types, termed o, 3, yand
8, each of molecular weight (M,) 40-58 kDa. The subunits
show marked sequence homology, and each contains four
membrane-spanning o-helices, inserted into the mem-
brane as shown in Figure 3.4B. The pentameric structure
(02, B, v, 6) possesses two acetylcholine binding sites, each
lying at the interface between one of the two o subunits
and its neighbour. Both must bind acetylcholine mole-
cules in order for the receptor to be activated. This recep-
tor is sufficiently large to be seen in electron micrographs,
and Figure 3.4B shows its structure, based mainly on a
high-resolution electron diffraction study (Miyazawa
et al., 2003). Each subunit spans the membrane four times,
so the channel comprises no fewer than 20 membrane-
spanning helices surrounding a central pore.
V The two acetylcholine-binding sites lie on the extracellular
N-terminal region of the two o.subunits. One of the transmembrane
helices (M,) from each of the five subunits forms the lining of the
ion channel (Fig. 3.4). The five M, helices that form the pore are
sharply kinked inwards halfway through the membrane, forming a
constriction. When acetylcholine molecules bind, a conformation
change occurs in the extracellular part of the receptor (see review
by Gay & Yakel, 2007), which twists the o subunits, causing the
kinked M, segments to swivel out of the way, thus opening the
channel (Miyazawa et al., 2003). The channel lining contains a series
of anionic residues, making the channel selectively permeable to
cations (primarily Na* and K*, although some types of nicotinic
receptor are permeable to Ca* as well).
The use of site-directed mutagenesis, which enables short regions,
or single residues, of the amino acid sequence to be altered, has
shown that a mutation of a critical residue in the M, helix changes
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Table 3.1 The four main types of receptor
Type 1: Ligand-gated Type 2: G protein- Type 3: Receptor Type 4: Nuclear
ion channels coupled receptors kinases receptors

Location Membrane Membrane Membrane Intracellular

Effector lon channel Channel or enzyme Protein kinases Gene transcription

Coupling Direct G protein or arrestin Direct Via DNA

Examples Nicotinic acetylcholine Muscarinic acetylcholine Insulin, growth factors, Steroid receptors
receptor, GABA, receptor receptor, adrenoceptors cytokine receptors

Structure Oligomeric assembly of Monomeric or oligomeric Single transmembrane Monomeric structure

subunits surrounding

central pore comprising seven

transmembrane helices

with intracellular

assembly of subunits

helix linking extracellular
receptor domain to
intracellular kinase domain

with receptor- and
DNA-binding domains

G protein-coupling domain

the channel from being cation selective (hence excitatory in the
context of synaptic function) to being anion selective (typical of
receptors for inhibitory transmitters such as GABA and glycine).
Other mutations affect properties such as gating and desensitisation
of ligand-gated channels.

Other ligand-gated ion channels, such as glutamate receptors (see
Ch. 38) and P2X receptors (see Ch. 39), whose structures are shown
in Figure 3.5, have a different architecture. lonotropic glutamate
receptors are tetrameric and the pore is built from loops rather than
transmembrane helices, in common with many other (non-ligand-
gated) ion channels (see p. 29). P2X receptors are trimeric and each
subunit has only two transmembrane domains (North, 2002). The
nicotinic receptor and other cys-loop receptors are pentamers with
two agonist binding sites on each receptor. Binding of one agonist
molecule to one site increases the affinity of binding at the other site
(positive co-operativity) and both sites need to be bound for the
receptor to be activated and the channel to open. Some ionotropic
glutamate receptors have as many as four agonist binding sites and
P2X receptors have three but they appear to open when two agonist
molecules are bound. Once again we realise that the simple model
of receptor activation shown in Figure 2.1 is an oversimplification
as it only considered one agonist molecule binding to produce a
response. For two or more agonist molecules binding, more complex
mathematical models are needed (see Colquhoun, 2006).

THE GATING MECHANISM

Receptors of this type control the fastest synaptic events
in the nervous system, in which a neurotransmitter acts
on the postsynaptic membrane of a nerve or muscle cell
and transiently increases its permeability to particular
ions. Most excitatory neurotransmitters, such as acetyl-
choline at the neuromuscular junction (Ch. 13) or gluta-
mate in the central nervous system (Ch. 38), cause an
increase in Na® and K* permeability and in some instances
Ca® permeability. At negative membrane potentials this
results in a net inward current carried mainly by Na,
which depolarises the cell and increases the probability
that it will generate an action potential. The action of the
transmitter reaches a peak in a fraction of a millisecond,
and usually decays within a few milliseconds. The sheer
speed of this response implies that the coupling between
the receptor and the ion channel is a direct one, and the
molecular structure of the receptor-channel complex (see
above) agrees with this. In contr-ast to other receptor fami-
lies (see below), no intermediate biochemical steps are
involved in the transduction process.

V¥ The patch clamp recording technique, devised by Neher and
Sakmann, allows the very small current flowing through a single
ion channel to be measured directly (Fig. 3.6), and the results have
fully confirmed the previous interpretation of channel properties
based on noise analysis made by Katz and Miledi in 1972. The patch
clamp technique provides a view, rare in biology, of the physiologi-
cal behaviour of individual protein molecules in real time, and has
given many new insights into the gating reactions and permeability
characteristics of both ligand-gated channels and voltage-gated
channels (see p. 30, Fig. 3.6). The magnitude of the single channel
conductance confirms that permeation occurs through a physical
pore through the membrane, because the ion flow is too large (about
107 ions per second) to be compatible with a carrier mechanism. The
channel conductance produced by different agonists is the same,
whereas the mean channel lifetime varies. The ligand-receptor
interaction scheme shown in Chapter 2 is a useful model for ion-
channel gating. The conformation R*, representing the open state of
the ion channel, is thought to be the same for all agonists, accounting
for the finding that the channel conductance does not vary. Kineti-
cally, the mean open time is determined mainly by the closing rate
constant, o, and this varies from one drug to another. As explained
in Chapter 2, an agonist of high efficacy that activates a large pro-
portion of the receptors that it occupies will be characterised by /0.
> 1, whereas for a drug of low efficacy B/o. has a lower value.
Atsomeligand-gated ion channels the situation is more complicated
because different agonists may cause individual channels to open
to one or more of several distinct conductance levels (Fig. 3.6). This
implies that there is more than one R* conformation. Furthermore,
desensitisation of ligand-gated ion channels (see Ch. 2) also involves
one or more additional agonist-induced conformational states.
These findings necessitate some elaboration of the simple scheme in
which only a single open state, R*, is represented, and are an
example of the way in which the actual behaviour of receptors
makes our theoretical models look a little threadbare.

TYPE 2: G PROTEIN-COUPLED RECEPTORS

The abundant GPCR family comprises many of the recep-
tors that are familiar to pharmacologists, such as mus-
carinic AChRs, adrenoceptors, dopamine receptors, 5-HT
receptors, opioid receptors, receptors for many peptides,
purine receptors and many others, including the chemore-
ceptors involved in olfaction and pheromone detection,
and also many ‘orphans’ (see Fredriksson & Schibth,
2005). For most of these, pharmacological and molecular
studies have revealed a variety of subtypes. All have the
characteristic heptahelical structure.
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Fig. 3.4 Structure of the nicotinic acetylcholine receptor
(a typical ligand-gated ion channel). [A] Schematic diagram
in side view (upper) and plan view (lower). The five receptor
subunits (o, B, v, 8) form a cluster surrounding a central
transmembrane pore, the lining of which is formed by

the M, helical segments of each subunit. These contain a
preponderance of negatively charged amino acids, which
makes the pore cation selective. There are two acetylcholine
binding sites in the extracellular portion of the receptor, at the
interface between the o and the adjoining subunits. When
acetylcholine binds, the kinked o--helices either straighten

out or swing out of the way, thus opening the channel pore.
[B] High-resolution image showing revised arrangement of
intracellular domains. (Panel [A] based on Unwin N 1993
Nicotinic acetylcholine receptor at 9A resolution. J Mol Biol 229,
1101-1124, and Unwin N 1995 Acetylcholine receptor channel
imaged in the open state. Nature 373, 37-43; panel [B]
reproduced with permission from Unwin N 2005 Refined
structure of the nicotinic acetylcholine receptor at 4A resolution.
J Mol Biol 346(4), 967-989.)

Ligand-gated ion channels

e These are sometimes called ionotropic receptors.

e They are involved mainly in fast synaptic transmission.

e There are several structural families, the commonest
being heteromeric assemblies of four or five subunits,
with transmembrane helices arranged around a central
aqueous channel.

e | igand binding and channel opening occur on a
millisecond timescale.

e Examples include the nicotinic acetylcholine, GABA
type A (GABA,), glutamate (NMDA) and ATP (P2X)
receptors.

Many neurotransmitters, apart from peptides, can
interact with both GPCRs and ligand-gated channels,
allowing the same molecule to produce fast (through
ligand-gated ion chamnels) and relatively slow (through
GPCRs) effects. Individual peptide hormones, on the
other hand, generally act either on GPCRs or on kinase-
linked receptors (see below), but rarely on both, and a
similar choosiness applies to the many ligainds that act on
nuclear receptors.’

The human genome includes genes encoding about 400
GPCRs (excluding odorant receptors), which constitute
the commonest single class of targets for therapeutic
drugs, and it is thought that many promising therapeutic
drug targets of this type remain to be identified. For a
short review, see Hill (2006).

MOLECULAR STRUCTURE

The first GPCR to be fully characterised was the  adreno-
ceptor (Ch. 14), which was cloned in 1986. Molecular
biology caught up very rapidly with pharmacology, and
all of the receptors that had been identified by their
pharmacological properties have now been cloned. What
seemed revolutionary in 1986 is now commonplace.
Recently, the difficulties of crystallising GPCRs have been
overcome (see Weis & Kobilka, 2008), allowing the use of
the powerful technique of X-ray crystallography to study
the molecular structure of these receptors in detail (Fig.
3.7). Also, fluorescence methods have been developed to
study the kinetics of ligand binding and subsequent con-
formational changes associated with activation (see Lohse
et al, 2008; Bockenhauer et al., 2011). This is starting to
provide important information on agonist- and antagonist-
bound receptor conformations as well as receptor-G
protein interactions. From such studies we are gaining a
clearer picture of the mechanism of activation of GPCRs
and the factors determining agonist efficacy, as well as
having a better basis for designing new GPCR ligands.

G protein-coupled receptors consist of a single polypep-
tide chain, usually of 350-400 residues, but can in some
cases be up to 1100 residues. The general anatomy is
shown in Figure 3.3B. Their characteristic structure

7Examples of promiscuity are increasing, however. Steroid hormones,
normally faithful to nuclear receptors, make the occasional pass at ion
channels and other targets (see Falkenstein et al., 2000), and some
eicosanoids act on nuclear receptors as well as GPCRs. Nature is quite
open-minded, although such examples are liable to make
pharmacologists frown and students despair.
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Fig. 3.5 Molecular architecture of ligand-gated ion channels. Red and blue rectangles represent membrane-spanning c.-helices and
blue hairpins represent the P loop pore-forming regions. Cys-loop receptors are pentameric, NMDA-type receptors are tetrameric and P2X
receptors are trimeric. 5-HTs, 5-hydroxytryptamine type 3 receptor; GABAA, GABA type A receptor; IPsR, inositol trisphosphate receptor;
nAChR, nicotinic acetylcholine receptor; NMDA, N-methyl-D-aspartatic acid receptor; P2XR, purine P2X receptor; RyR, ryanodine receptor.

Table 3.2 G protein-coupled receptor families®

Family Receptors®

Structural features

A: rhodopsin family

The largest group. Receptors for most amine
neurotransmitters, many neuropeptides, purines,
prostanoids, cannabinoids, etc.

Short extracellular (N-terminal) tail.
Ligand binds to transmembrane helices
(amines) or to extracellular loops (peptides)

B: secretin/glucagon receptor
family

Receptors for peptide hormones, including
secretin, glucagon, calcitonin

Intermediate extracellular tail incorporating
ligand-binding domain

C: metabotropic glutamate
receptor/calcium sensor family

Small group. Metabotropic glutamate receptors,
GABA; receptors, Ca®*-sensing receptors

Long extracellular tail incorporating
ligand-binding domain

2A fourth distinct family includes many receptors for pheromones but no pharmacological receptors.

®For full lists, see www.guidetopharmacology.org.

comprises seven transmembrane o-helices, similar to
those of the ion channels discussed above, with an extra-
cellular N-terminal domain of varying length, and an
intracellular C-terminal domain.

GPCRs are divided into three distinct families. There is
considerable sequence homology between the members of
one family, but little between different families. They
share the same seven transmembrane helix (heptahelical)
structure, but differ in other respects, principally in the
length of the extracellular N-terminus and the location of
the agonist binding domain (Table 3.2). Family A is by far
the largest, comprising most monoamine, neuropeptide
and chemokine receptors. Family B includes receptors for
some other peptides, such as calcitonin and glucagon.
Family C is the smallest, its main members being the
metabotropic glutamate and GABA receptors (Ch. 38) and
the Ca*-sensing receptors® (see Ch. 36).

V¥ The understanding of the function of receptors of this type

owes much to studies of a closely related protein, rliodopsin, which

fThe Ca**-sensing receptor (see Conigrave et al., 2000) is an unusual
GPCR that is activated not by conventional mediators, but by
extracellular Ca** in therange of 1-10 mimol/! - an extremely low
affinity in comparison with other GPCR agonists. It is expressed by
cells of the parathyroid gland, and serves to regulate the extracellular
Ca® concentration by controlling parathyroid hormone secretion

(Ch. 36). This homeostatic mechanism is quite distinct from the
mechanisms for regulating intracellular Ca**, discussed in Chapter 4.

is responsible for transduction in retinal rods. This protein is abun-

dant in the retina, and much easier to study than receptor proteins

(which are anything but abundant); it is built on an identical plan

to that shown in Figure 3.3 and also produces a response in the rod

(hyperpolarisation, associated with inhibition of Na* conductance)

through a mechanism involving a G protein (see p. 32, Fig. 3.9). The

most obvious difference is that a photon, rather than an agonist
molecule, produces the response. In effect, rhodopsin can be
regarded as incorporating its own inbuilt agonist molecule, namely
refinal, which isomerises from the trans (inactive) to the cis (active)
form when it absorbs a photon.
Site-directed mutagenesis experiments show that the
third cytoplasmic loop is the region of the molecule that
couples to the G protein, because deletion or modification
of this section results in receptors that still bind ligands
but cannot associate with G proteins or produce responses.
Usually, a particular receptor subtype couples selectively
with a particular type of G protein, and swapping parts
of the cytoplasmic loop between different receptors alters
their G protein selectivity. Phosphorylation of serine and
threonine residues on the C-terminal tail and other intra-
cellular domains by intracellular kinases can result in
receptor desensitisation (see p. 36).

For small molecules, such as noradrenaline (norepine-
phrine) and acetylcholine, the ligand-binding domain of
class Areceptorsis buried in the cleft between the o-helical
segments within the membrane (Figs 3.3B and 3.7), similar
to the slot occupied by retinal in the rhodopsin molecule.
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Fig. 3.6 Single channel openings recorded by the patch
clamp technique. [A] Acetylcholine-operated ion channels at
the frog motor endplate. The pipette, which was applied tightly
| to the surface of the membrane, contained 10 umol/l ACh. The
i downward deflections show the currents flowing through single
| ion channels in the small patch of membrane under the pipette
| tip. Towards the end of the record, two channels can be seen
to open with a discrete step from the first to the second.

| [B] Single-channel NMDA receptor currents recorded from
cerebellar neurons in the outside-out patch conformation.

| NMDA was added to the outside of the patch to activate the
channel. The channel opens to multiple conductance levels. In
[B] the openings to the higher conductance level and the
subsequent closings are smooth, indicating that one channel is
opening (two channels would not be expected to open and
close simultaneously) whereas in [A] there are discrete steps
indicating two channels. (Panel [A] courtesy of D Colquhoun

and DC Ogden; panel [B] reproduced with permission from
Cull-Candy SG & Usowicz MM 1987 Nature 325, 525-528.)

Peptide ligands, such as substance P (Ch. 18), bind more
superficially to the extracellular loops, as shown in Figure
3.3B. From crystal structures and single-site mutagenesis
experiments, it is possible to map the ligand-binding
domain of these receptors, and the hope is that it may
soon be possible to design synthetic ligands based on
knowledge of the receptor site strructure - an important
milestone for the pharmaceutical industry, which has
relied up to now mainly on the structure of endogenous
mediators (such as histamine) or plant alkaloids (such as
morphine) for its chemical inspiration.’

°In the past many lead compounds have come from screening huge
chemical libraries (see Ch. 60). No inspiration was required, just robust
assays, large computers and efficient robotics. Now with the generation
of crystal strructures we may be moving to a more sophisticated age in
drug discovery.

Positive allosteric
modulator

Cell exterior

Membrane

Cell interior

Fig. 3.7 Structure of the M, muscarinic receptor. High
resolution image showing the conformation of the M, muscarinic
receptor bound with both an agonist (orthosteric) and a positive
allosteric modulator. The brown cylinders represent the
transmembrane domains. The full extent of the N- and
C-terminal domains and the third intracellular loop are not
shown. (Courtesy of A Christopoulos.)

PROTEASE-ACTIVATED RECEPTORS

V Although activation of GPCRs is normally the consequence of a
diffusible agonist, it can be the result of protease activation. Four
types of protease-activated receptors (PARs) have been identified
(seereview by Ramachandran & Hollenberg, 2008). Many proteases,
such as thrombin (a protease involved in the blood-clotting cascade;
see Ch. 24), activate PARs by snipping off the end of the extracellular
N-terminal tail of the receptor (Fig. 3.8) to expose five or six
N-terminal residues that bind to receptor domains in the extracel-
lular loops, functioning as a ‘tethered agonist’. Receptors of this type
occur in many tissues (see Ramachandran & Hollenberg, 2008), and
they appear to play a role in inflammation and other responses to
tissue damage where tissue proteases are released. One of the family
of PARs, PAR-2, is activated by a protease released from mast cells,
and is expressed on sensory neurons. It is thought to play a role in
inflammatory pain (see Ch. 42). A PAR molecule can be activated
only once, because the cleavage cannot be reversed, so continuous
resynthesis of receptor protein is necessary. Inactivation occurs by
a further proteolytic cleavage that frees the tethered ligand, or by
desensitisation, involving phosphorylation (Fig. 3.8), after which the
receptor is internalised and degraded, to be replaced by newly syn-
thesised protein.

G PROTEINS AND THEIR ROLE

G proteins comprise a family of membrane-resident pro-
teins whose function is to recognise activated GPCRs and
pass on the message to the effector systems that generate
a cellular response. They represent the level of middle
management in the organisational hierarchy, intervening
between the receptors - choosy mandarins, alert to the
faintest whiff of their preferred chemical - and the effector
enzymes or ion channels - the blue-collar brigade that
gets the job done without needing to know which hormone
authorised the process. They are the go-between proteins,
but were actually called G proteins because of their inter-
action with the guanine nucleotides, GTP and GDP. For
more detailed information on the structure and functions
of G proteins, see reviews by Milligan & Kostenis (2006)
and Oldham & Hamm (2008). G proteins consist of three
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Fig. 3.8 Activation of a protease-activated receptor by cleavage of the N-terminal extracellular domain. Inactivation occurs by

phosphorylation. Recovery requires resynthesis of the receptor.

G protein-coupled receptors

e These are sometimes called metabotropic or seven-
transmembrane-domain (7-TDM) receptors.

e Structures comprise seven membrane-spanning
o-helices, often linked as dimeric structures.

e The third intracellular loop interacts with the G protein.

e The G protein is a membrane protein comprising three

subunits (o, B, ), the o subunit possessing GTPase

activity.

When the trimer binds to an agonist-occupied

receptor, the o subunit binds GTP, dissociates and is

then free to activate an effector (e.g. a membrane

enzyme). In some cases, the [y subunit is the activator

species.

Activation of the effector is terminated when the bound

GTP molecule is hydrolysed, which allows the o

subunit to recombine with 3y.

e There are several types of G protein, which interact

with different receptors and control different effectors.

Examples include muscarinic acetylcholine receptors,

adrenoceptors, neuropeptide and chemokine

receptors, and protease-activated receptors.

subunits: o, f and y (Fig. 3.9). Guanine nucleotides bind
to the o subunit, which has enzymic (GTPase) activity,
catalysing the conversion of GTP to GDP. The B and y
subunits remain together as a By complex. The ' subunit
is anchored to the membrane through a fatty acid chain,
coupled to the G protein through a reaction known as
prenylation. G proteins appear to be freely diffusible in the
plane of the membrane, so a single pool of G protein in a
cell can interact with several different receptors and effec-
tors in an essentially promiscuous fashion. In the ‘resting’
state (Fig. 3.9), the G protein exists as an o3y trimer, which
may or may not be precoupled to the receptor, with GDP
occupying the site on the o subunit. When a GPCR is
activated by an agonist molecule, a conformational change
occurs, involving the cytoplasmic domain of the receptor
(Fig. 3.3B), inducing a high affinity interaction of afyand
the receptor. This agonist-induced interaction of oy with
thereceptor occurs within about 50 ms, causing the bound

GDP to dissociate and to be replaced with GTP (GDP-
GTP exchange), which in turn causes dissociation of the
G protein trimer, releasing o-GTP and 3y subunits; these
are the ‘active’ forms of the G protein, which diffuse in
the membrane and can associate with various enzymes
and ion channels, causing activation of the target (Fig.
3.9). It was originally thought that only the o subunit had
a signalling function, the fy complex serving merely as a
chaperone to keep the flighty o subunits out of range of
the various effector proteins that they might otherwise
excite. However, the By complexes actually make assigna-
tions of their own, and control effectors in much the same
way as the o subunits. Association of o or By subunits
with target enzymes or channels can cause either activa-
tion or inhibition, depending on which G protein is
involved (see Table 3.3). G protein activation results in
amplification, because a single agonist-receptor complex
can activate several G protein molecules in turn, and each
of these can remain associated with the effector enzyme
for long enough to produce many molecules of product.
The product (see below) is often a ‘second messenger’,
and further amplification occurs before the final cellular
response is produced. Signalling is terminated when the
hydrolysis of GTP to GDP occurs through the GTPase
activity of the o subunit. The resulting a-GDP then dis-
sociates from the effector, and reunites with By, complet-
ing the cycle.
V Attachment of the o subunit to an effector molecule actually
increases its GTPase activity, the magnitude of this increase being
different for different types of effector. Because GTP hydrolysis is
the step that terminates the ability of the o subunit to produce its
effect, regulation of its GTPase activity by the effector protein means
that the activation of the effector tends to be self-limiting. In addi-
tion, there is a family of about 20 cellular proteins, regulators of G
protein signalling (RGS) proteins (see review by Xie & Palmer, 2007),
that possess a conserved sequence that binds specifically to o subu-
nits to increase greatly their GTPase activity, so hastening the
hydrolysis of GTP and inactivating the complex. RGS proteins thus
exert an inhibitory effect on G protein signalling, a mechanism that
is thought to have a regulatory function in many situations.
How is specificity of GPCR function achieved so that each
kind of receptor produces a distinct pattern of cellular
responses? With a comxmon pool of promiscuous G pro-
teins linking the various receptors and effector systems in
a cell, it might seem that all specificity would be lost,
but this is clearly not the case. For example, mAChRs and
B adrenoceptors, both of which occur in cardiac muscle
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Fig. 3.9 The function of the G protein. The G protein consists of three subunits (o, B, 'y), which are anchored to the membrane
through attached lipid residues. Coupling of the o subunit to an agonist-occupied receptor causes the bound GDP to exchange with
intracellular GTP; the o—~GTP complex then dissociates from the receptor and from the By complex, and interacts with a target protein
(target 1, which may be an enzyme, such as adenylyl cyclase or phospholipase C). The By complex also activates a target protein (target
2, which may be an ion channel or a kinase). The GTPase activity of the o subunit is increased when the target protein is bound, leading
to hydrolysis of the bound GTP to GDP, whereupon the o subunit reunites with By.

Table 3.3 The main G protein subtypes and their functions?

Subtypes Associated receptors Main effectors Notes

Go subunits

Gots Many amine and other receptors Stimulates adenylyl cyclase, causing increased Activated by cholera toxin, which
(e.g. catecholamines, histamine, cAMP formation blocks GTPase activity, thus
serotonin) preventing inactivation

Goy; As for Go., also opioid, Inhibits adenylyl cyclase, decreasing cAMP Blocked by pertussis toxin,
cannabinoid receptors formation which prevents dissociation of

ofy complex

Goto As for Gos, also opioid, ? Limited effects of o subunit (effects mainly due  Blocked by pertussis toxin.
cannabinoid receptors to By subunits) Occurs mainly in nervous system

G Amine, peptide and prostanoid Activates phospholipase C, increasing production
receptors of second messengers inositol trisphosphate and

diacylglycerol (see p. 34 and 35)

Gpy subunits

All GPCRs Activate potassium channels Many By isoforms identified, but
inhibit voltage-gated calcium channels specific functions are not yet
activate GPCR kinases (GRKs, p. 36) known

activate mitogen-activated protein kinase cascade
Interact with some forms of adenylyl cyclase and
with phospholipase CB

GPCR, G protein-coupled receptor.
#This table lists only those isoforms of major pharmacological significance. Many more have been identified, some of which play
roles in olfaction, taste, visual transduction and other physiological functions (see Offermanns, 2003).
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Fig. 3.10 Bidirectional control of a
target enzyme, such as adenylyl cyclase
by G and G;. Heterogeneity of G proteins
allows different receptors to exert opposite
effects on a target enzyme.
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cells, produce opposite functional effects (Chs 13 and 14).
The main reason is molecular variation within the o sub-
units, of which more than 20 subtypes have been identi-
fied™ (Table 3.3). Four main classes of G protein (G, G,
G, and G,) are of pharmacological importance. As sum-
marised in Table 3.3, they show selectivity with respect to
both the receptors and the effectors with which they
couple, having specific recognition domains in their
structure complementary to specific G protein-binding
domains in the receptor and effector molecules. G, and G;
produce, respectively, stimulation and inhibition of the
enzyme adenylyl cyclase (Fig. 3.10).

The o subunits of these G proteins differ in structure.
One functional difference that has been useful as an experi-
mental tool to distinguish which type of G protein is
involved in different situations concerns the action of two
bacterial toxins, clolera toxin and pertussis toxin (see Table
3.3). These toxins, which are enzymes, catalyse a conjuga-
tion reaction (ADP ribosylation) on the o subunit of G pro-
teins. Cholera toxin acts only on G,, and it causes persistent
activation. Many of the symptoms of cholera, such as the
excessive secretion of fluid from the gastrointestinal epithe-
lium, are due to the uncontrolled activation of adenylyl
cyclase that occurs. Pertussis toxin specifically blocks G;
and G, by preventing dissociation of the G protein trimer.

TARGETS FOR G PROTEINS

The main targets for G proteins, through which GPCRs
control different aspects of cell function (see Nahorski,
2006; Table 3.3), are:

e adenylyl cyclase, the enzyme responsible for cAMP
formation

e phospholipase C, the enzyme responsible for inositol
phosphate and diacylglycerol (DAG) formation

e ion channels, particularly calcium and potassium
channels

* Rio A/Rho kinase, a system that regulates the activity
of many signalling pathways controlling cell growth
and proliferation, smooth muscle contraction, etc.

* mitogen-activated protein kinase (MAP kinase), a
system that controls many cell functions, including
cell division.

The adenylyl cyclase/cAMP system
The discovery by Sutherland and his colleagues of the
role of cAMP (cyclic 3,5 -adenosine monophosphate) as

In humans there are 21 known subtypes of Ge, 6 of Gp and 12 of Gy,
providing, in theory, about 1500 variants of the trimer. We know little
about the role of different ¢, B and y subtypes, but it would be rash to
assume that the variations are functionally irrelevant. By now, you
will be unsurprised (even if somewhat bemused) by such a display of
molecular heterogeneity, for it is the way of evolution.

an intracellular mediator demolished at a stroke the
barriers that existed between biochemistry and pharma-
cology, and introduced the concept of second messengers
in signal transduction. cAMP is a nucleotide synthesised
within the cell from ATP by the action of a membrane-
bound enzyme, adenylyl cyclase. It is produced continu-
ously and inactivated by hydrolysis to 5-AMP by the
action of a family of enzymes known as phosphodieste-
rases (PDEs, see below). Many different drugs, hormones
and neurotransmitters act on GPCRs and increase or
decrease the catalytic activity of adenylyl cyclase, thus
raising or lowering the concentration of cAMP within the
cell. In mammalian cells there are 10 different molecular
isoforms of the enzyme, some of which respond selec-
tively to Go, or Gor,.

Cyclic AMP regulates many aspects of cellular func-
tion including, for example, enzymes involved in energy
metabolism, cell division and cell differentiation, ion
transport, ion channels and the contractile proteins in
smooth muscle. These varied effects are, however, all
brought about by a common mechanism, namely the
activation of protein kinases by cAMP - primarily protein
kinase A (PKA) in eukaryotic cells. Protein kinases
regulate the function of many different cellular pro-
teins by controlling protein phosphorylation. Figure 3.11
shows how increased cAMP production in response to
B-adrenoceptor activation affects enzymes involved in
glycogen and fat metabolism in liver, fat and muscle
cells. The result is a coordinated response in which stored
energy in the form of glycogen and fat is made available
as glucose to fuel muscle contraction.

Other examples of regulation by cAMP-dependent
protein kinases include the increased activity of voltage-
gated calcium channels in heart muscle cells (see Ch. 21).
Phosphorylation of these channels increases the amount
of Ca* entering the cell during the action potential, and
thus increases the force of contraction of the heart.

In smooth muscle, cAMP-dependent protein kinase
phosphorylates (thereby inactivating) another enzyme,
myosin light-chain kinase, which is required for contraction.
This accounts for the smooth muscle relaxation produced
by many drugs that increase cAMP production in smooth
muscle (see Ch. 4).

As mentioned above, receptors linked to G; rather than
G, inhibit adenylyl cyclase, and thus reduce cAMP forma-
tion. Examples include certain types of mAChR (e.g. the
M, receptor of cardiac muscle; see Ch. 13), 0, adrenocep-
tors in smooth muscle (Ch. 14) and opioid receptors (see
Ch. 42). Adenylyl cyclase can be activated directly by
drugs such as forskolin, which is used experimentally to
study the role of the cAMP system.

Cyclic AMP is hydrolysed within cells by pliospliodieste-
rases (PDEs), an important and ubiquitous family of
enzymes. Eleven PDE subtypes exist, of which some (e.g.
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PDE; and PDE,) are cAMP-selective, while others (e.g.
PDE;) are cGMP-selective. Most are weakly inhibited by
drugs such as methylxanthines (e.g. theophylline and
caffeine; see Chs 28 and 48). Rolipram (used to treat
asthma; Ch. 28) is selective for PDE,, expressed in inflam-
matory cells; milrinone (used to treat heart failure; Ch. 21)
is selective for PDEs;, which is expressed in heart muscle;
sildenafil (better known as Viagra; Ch. 35) is selective for
PDE;, and consequently enhances the vasodilator effects
of nitrous oxide (NO) and drugs that release NO, whose
effects are mediated by cGMP (see Ch. 20). The similarity
of some of the actions of these drugs to those of sympatho-
mimetic amines (Ch. 14) probably reflects their common
property of increasing the intracellular concentration of
cAMP. Selective inhibitors of the various PDEs are being
developed, mainly to treat cardiovascular and respiratory
diseases.

The phospholipase C/inositol phosphate system

The phosphoinositide system, an important intracellular
second messenger system, was first discovered in the
1950s by Hokin and Hokin, whose recondite interests
centred on the mechanism of salt secretion by the nasal

Glucose 1-phosphate

Fig. 3.11 Regulation of energy metabolism by cAMP. AC, adenylyl cyclase.

glands of seabirds. They found that secretion was ac-
companied by increased turnover of a minor class of
membrane phospholipids known as phosphoinositides
(collectively known as PIs; Fig. 3.12). Subsequently,
Michell and Berridge found that many hormones that
produce an increase in free intracellular Ca®* concentra-
tion (which include, for example, muscarinic agonists
and o-adrenoceptor agonists acting on smooth muscle
and salivary glands, and vasopressin acting on liver
cells) also increase PI turnover. It was later found that
one particular member of the PI family, namely phos-
phatidylinositol (4,5) bisphosphate (PIP,), which has ad-
ditional phosphate groups attached to the inositol ring,
plays a key role. PIP; is the substrate for a membrane-
bound enzyme, phospholipase CB (PLCB), which splits
it into diacylglycerol (DAG) and inositol (1,4,5) trisphos-
phate (IPy; Fig. 3.13), both of which function as second
messengers as discussed below (p. 35). The activation of
PLCB by various agonists is mediated through a G
protein (G,, see Table 3.3). After cleavage of PIP, the
status quo is restored, as shown in Figure 3.13, DAG
being phosphorylated to form phosphatidic acid (PA),
while the IP; is dephosphorylated and then recoupled
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Fig. 3.12 Structure of phosphatidylinositol bisphosphate
(PIP,), showing sites of cleavage by different
phospholipases to produce active mediators. Cleavage by
phospholipase A2 (PLA,) yields arachidonic acid. Cleavage by
phospholipase C (PLC) yields inositol trisphosphate (I(1,4,5)Pa)
and diacylglycerol (DAG). PA, phosphatidic acid; PLD,
phospholipase D.

with PA to form PIP, once again.” Lithium, an agent
used in psychiatry (see Ch. 47), blocks this recycling
pathway (see Fig. 3.13).

Inositol phosphates and intracellular calcium

Inositol (1,4,5) trisphosphate (IPs) is a water-soluble media-
tor that is released into the cytosol and acts on a specific
receptor - the IP; receptor - which is a ligand-gated calcium
channel present on the membrane of the endoplasmic reticu-
lum. The main role of IP, described in more detail in Chapter
4, is to control the release of Ca* from intracellular stores.
Because many drug and hormone effects involve intracel-
lular Ca*, this pathway is particularly important. IP; can be
converted inside the cell to the (1,3,4,5) tetraphosphate, IP,,
by a specific kinase. The exact role of IP; remains unclear,
but some evidence suggests that it, and also higher inositol
phosphates, may play a role in controlling gene expression.

Diacylglycerol and protein kinase C

Diacylglycerol is produced as well as IP; whenever
receptor-induced PI hydrolysis occurs. The main effect of
DAG is to activate a protein kinase, protein kinase C (PKC),
which catalyses the phosphorylation of a variety of intra-
cellular proteins. DAG, unlike the inositol phosphates, is
highly lipophilic and remains within the membrane. It
binds to a specific site on the PKC molecule, causing the
enzyme to migrate from the cytosol to the cell membrane,
thereby becoming activated. There are at least 10 different
mammalian PKC subtypes, which have distinct cellular
distributions and phosphorylate different proteins.
Several are activated by DAG and raised intracellular
Ca*, both of which are produced by activation of GPCRs.

""Alternative abbreviations for these mediators are PtdIns (PI), Ptdlns
(4,5)-P, (PIP,), Ins (1,4,5)-P5 (IP), and Ins (1,2,4,5)-P4 (IP,).

HOW DRUGS ACT: MOLECULAR ASPECTS

PKCs are also activated by pliorbol esters (highly irritant,
tumour-promoting compounds produced by certain
plants), which have been extremely useful in studying the
functions of PKC. One of the subtypes is activated by the
lipid mediator arachidonic acid (see Ch. 18) generated by
the action of phospholipase A, on membrane phospholi-
pids, so PKC activation can also occur with agonists that
activate this enzyme. The various PKC isoforms, like the
tyrosine kinases discussed below (p. 39), act on many dif-
ferent functional proteins, such as ion channels, receptors,
enzymes (including other kinases), transcription factors
and cytoskeletal proteins. Protein phosphorylation by
kinases plays a central role in signal transduction, and con-
trols many different aspects of cell function. The DAG-
PKC link provides a mechanism whereby GPCRs can
mobilise this army of control freaks.

lon channels as targets for G proteins
Another major function of G protein-coupled receptors is
to control ion channel function directly by mechanisms
that do not involve second messengers such as cAMP or
inositol phosphates. Direct G protein-channel interaction,
through the By subunits of G; and G, proteins, appears to
be a general mechanism for controlling K* and Ca* chan-
nels. In cardiac muscle, for example, mAChRs enhance K*
permeability in this way (thus hyperpolarising the cells
and inhibiting electrical activity; see Ch. 21). Similar mech-
anisms operate in neurons, where many inhibitory drugs
such as opioid analgesics reduce excitability by open-
ing certain K' channels - known as G protein-activated
inwardly rectifying K* channels (GIRK) - or by inhibiting
voltage-activated N and P/Q type Ca* channels and thus
reducing neurotransmitter release (see Chs 4 and 42).
The main postulated roles of GPCRs in controlling
enzymes and ion chainels are summarised in Figure 3.14.

The Rho/Rho kinase system

V This signal transduction pathway (see Bishop & Hall, 2000) is acti-
vated by certain GPCRs (and also by non-GPCR mechanisms), which
couple to G proteins of the G513 type. The free G protein o. subunit
interacts with a guanosine nucleotide exchange factor, which facilitates
GDP-GTP exchange at another GTPase, Rho. Rho-GDP, the resting
form, is inactive, but when GDP-GTP exchange occurs, Rho is acti-
vated, and in turn activates Rho kinase. Rho kinase phosphorylates
many substrate proteins and controls a wide variety of cellular func-
tions, including smooth muscle contraction and proliferation, angio-
genesis and synaptic remodelling. By enhancing hypoxia-induced
pulmonary arteryvasoconstriction, activation of Rho kinaseis thought
to be important in the pathogenesis of pulmonary hypertension (see
Ch. 22). Specific Rho kinase inhibitors (e.g. fasudil) are in develop-
ment for a wide range of clinical indications - an area to watch.

The MAP kinase system

V¥ The MAP kinase system involves several signal transduction
pathways (Fig. 3.15) that are activated not only by various cytokines
and growth factors acting on kinase-linked receptors (see p. 40, Fig.
3.17), but also by ligands activating GPCRs. The coupling of GPCRs
to different families of MAP kinases can involve G protein o and By
subunits as well as Src and arrestins - proteins also involved in
GPCR desensitisation (see p. 36) (Pierce & Lefkowitz, 2001). The
MAP kinase system controls many processes involved in gene
expression, cell division, apoptosis and tissue regeneration

FURTHER DEVELOPMENTS IN GPCR BIOLOGY

¥V By the early 1990s, we thought we had more or less got the
measure of GPCR function, as described above. Since then, the plot
has thickened, and further developments have necessitated a sub-
stantial overhaul of the basic model.
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Fig. 3.13 The phosphatidylinositol (P!) cycle. Receptor-mediated activation of phospholipase C results in the cleavage of

phosphatidylinositol bisphosphate (PIP,), forming diacylglycerol (DAG) (which activates protein kinase C) and inositol trisphosphate (IP;)
(which releases intracellular Ca?*). The role of inositol tetraphosphate (IP,), which is formed from IP; and other inositol phosphates, is

unclear, but it may faciitate Ca®* entry through the plasma membrane. IP; is inactivated by dephosphorylation to inositol. DAG is
converted to phosphatidic acid, and these two products are used to regenerate Pl and PIP,.

GPCR desensitisation

V As described in Chapter 2, desensitisation is a feature of most
GPCRs, and the mechanisms underlying it have been extensively
studied. Homologous desensitisation is restricted to the receptors acti-
vated by the desensitising agonist, while lieterologous desensitisation
affects other GPCRs in addition. Two main processes are involved
(see Ferguson, 2001; Kelly et al., 2008):

* receptor phosphorylation
* receptor internalisation (endocytosis).

The sequence of GPCRs includes certain residues (serine and threo-
nine), mainly in the C-terminal cytoplasmic tail, which can be phos-
phorylated by specific membrane-bound GPCR kinases (GRKs) and
by kinases such as PKA and PKC.

On receptor activation GRK2 and GRK3 are recruited to the plasma
membrane by binding to free G protein By subunits. GRKs then
phosphorylate the receptors in their activated (i.e. agonist-bound)
state. The phosphorylated receptor serves as a binding site for
arrestins, intracellular proteins that block theinteraction between the
receptor and the G proteins producing a selective liomologous desen-
sitisation. Arrestin binding also targets the receptor for endocytosis
in clathrin-coated pits (Fig. 3.16). The internalised receptor can then
either be dephosphorylated and reinserted into the plasma mem-
brane (resensitisation) or trafficked to lysosomes for degradation
(inactivation). This type of desensitisation seems to occur with most
GPCRs but with subtle differences that fascinate the aficionados.

Phosphorylation by PKA and PKC at residues different from those
targeted by GRKs generally leads to impaired coupling between the
activated receptor and the G protein, so the agonist effect is reduced.
This can give rise to either homologous or heterologous desensitisa-
tion, depending on whether or not receptors other than that for the
desensitising agonist are simultaneously phosphorylated by the
kinases, some of which are not very selective. Receptors phosphor-
ylated by second messenger kinases are probably not internalised
and are reactivated by dephosphorylation by phosphatases when
the agonist is removed.

GPCR oligomerisation

V The earlier view that GPCRs exist and function as monomeric pro-
teins (in contrast to ion channels, which generally comprise mul-
timeric complexes; see p. 26) was first overturned by work on the
GABAgreceptor. Two subtypes of this GPCR exist, encoded by differ-
ent genes, and the functional receptor consists of a heterodimer of the
two (see Ch. 38). A similar situation arises with G protein-coupled
glutamate receptors. Oddly, although such dimers have two poten-
tial agonist binding sites, one on each subunit, only one is functional
and signalling is transmitted through the dimer to the other receptor
in the dimer which couples to the G protein (see Fig 38.9).

Other GPCRs are functional as monomers but it now seems likely
that most, if not all, GPCRs can exist as either homomeric or hetero-
meric oligomers (i.e. dimers or larger oligomers) (Prinster et al.,
2005). Within the opioid receptor family (see Ch. 42), the p receptor
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Effectors controlled by G proteins

Two key second messenger pathways are controlled by
receptors via G proteins:
e Adenylyl cyclase/cAMP:
— can be activated or inhibited by pharmacological
ligands, depending on the nature of the receptor and
G protein
— adenylyl cyclase catalyses formation of the intracellular
messenger CAMP
— cAMP activates various protein kinases that control cell
function in many different ways by causing
phosphorylation of various enzymes, carriers and other
proteins.
* Phospholipase C/inositol trisphosphate (IPg)/diacylglycerol
(DAG):
— catalyses the formation of two intracellular messengers,
IP; and DAG, from membrane phospholipid

was crystallised as a dimer and stable and functional heterodimers
of x and & receptors, whose pharmacological properties differ from
those of either parent, have been created in cell lines. More diverse
GPCR combinations have also been found, such as that between
dopamine (D,) and somatostatin receptors, on which both ligands
act with increased potency. Roaming even further afield in search
of functional assignations, the dopamine receptor Ds can couple
directly with a ligand-gated ion channel, the GABA , receptor, inhib-
iting the function of the latter without the intervention of any G
protein (Liu et al., 2000). These interactions have so far been studied
mainly in engineered cell lines, but they also occur in native cells.
Functional dimeric complexes between angiotensin (AT,) and
bradykinin (B,) receptors occur in human platelets and show greater
sensitivity to angiotensin than “pure” AT, receptors (AbdAlla et al.,
2001). In pregnant women suffering from hypertension (pre-
eclamptic toxaemia), the number of these dimers increases due to
increased expression of B, receptors, resulting - paradoxically - in
increased sensitivity to the vasoconstrictor action of angiotensin.
This is the firstinstance of the role of dimerisation in human disease.

It is too early to say what impact this newly discovered versatility
of GPCRs in linking up with other receptors to form functional

cGMP cAMP 1P DAG — AA
T[Ca?, Eicosanoids -f---------
Y
PKG PKA PKC Released
] | | | as local
| hormones
Enzymes, Contractile lon
transport proteins, etc. proteins channels

- IP5 acts to increase free cytosolic Ca?* by releasing
Ca? from intracellular compartments
- increased free Ca?* initiates many events, including
contraction, secretion, enzyme activation and
membrane hyperpolarisation
— DAG activates protein kinase C, which controls many
cellular functions by phosphorylating a variety of
proteins.
Receptor-linked G proteins also control:
e lon channels:
— opening potassium channels, resulting in membrane
hyperpolarisation
— inhibiting calcium channels, thus reducing
neurotransmitter release.
e Phospholipase A; (and thus the formation of arachidonic
acid and eicosanoids).

combinations will have on conventional pharmacology and thera-
peutics, but it could be considerable.

Constitutively active receptors

V G protein-coupled receptors may be constitutively (i.e. spontane-
ously) active in the absence of any agonist (see Ch. 2 and review by
Costa & Cotecchia, 2005). This was first shown for the § adrenocep-
tor (see Ch. 14), where mutations in the third intracellular loop, or
simply overexpression of the receptor, result in constitutive receptor
activation. There are now many examples of native GPCRs that
show constitutive activity when expressed in vitro. The histamine
H; receptor also shows constitutive activity in vivo, and this may
prove to be a quite general phenomenon. It means that inverse
agonists (see Ch. 2), which suppress this basal activity, may exert
effects distinct from those of neutral antagonists, which block
agonist effects without affecting basal activity.

Agonist specificity
V It was thought that the linkage of a particular GPCR to a particu-
lar signal transduction pathway depends mainly on the str-ucture of
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Fig. 3.15 GPCR activation of MAP kinase cascade. [A] Sequential activation of the multiple components of the MAP kinase cascade.
GPCR activation of MAP kinases can involve Go. and By subunits (not shown). [B] Activation of ERK and JNK3 through interaction with
arrestins (BARR). Activation of ERK can occur either at the plasma membrane involving Src, or by direct activation after internalisation of

the receptor/arrestin complex. ARR, arrestin; GRK, G protein-coupled receptor kinase.
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Fig. 3.16 Desensitisation and trafficking of G protein-coupled receptors (GPCRs). On prolonged agonist activation of the GPCR
selective G protein-coupled receptor kinases (GRKs) are recruited to the plasma membrane and phosphorylate the receptor. Arrestin
(ARR) then binds and trafficks the GPCR to clathrin-coated pits for subsequent internalisation into endosomes in a dynamin-dependent
process. The GPCR is then dephosphorylated by a phosphatase (PP2A) and either recycled back to the plasma membrane or trafficked

to lysosomes for degradation. ARR, arrestin; Dyn, dynamin; GRK, G protein-coupled receptor kinase; PP2A, phosphatase 2A.

the receptor, particularly in the region of the third intracellular loop,
which confers specificity for a particular G protein, from which the
rest of the signal transduction pathway follows. This would imply,
in line with the two-state model discussed in Chapter 2, that all
agonists acting on a particular receptor stabilise the same activated
(R*) state and should activate the same signal transduction pathway,
and produce the same type of cellular response. It is now clear that

this is an oversimplification. In many cases, for example with ago-
nists acting on angiotensin receptors, or with inverse agonists on §
adrenoceptors, the cellular effects are qualitatively different with
different ligands, implying the existence of more than one - prob-
ably many - R* states (sometimes referred to as biased ngonisii; see
Ch. 2). Binding of arrestins to GPCRs initiates MAP kinase signal-
ling, such that agonists that induce GRK/arrestin ‘desensitisation’



will terminate some GPCR signalling but may also activate signal-
ling through arrestins that may continue even after the receptor/
arrestin complex has been internalised (see Fig. 3.15).

Biased agonism has profound implications - indeed heretical to
many pharmacologists, who are accustomed to think of agonists in
terms of their affinity and efficacy, and nothing else; it will add a
new dimension to the way in which we think about drug efficacy
and specificity (see Kelly et al., 2008).

RAMPs

V¥ Receptor activity-modifying-proteins (RAMPs) are a family of
membrane proteins that associate with some GPCRs and alter their
functional characteristics. They were discovered in 1998 when it was
found that the functionally active receptor for the neuropeptide
calcitonin gene-related peptide (CGRP) (see Ch. 18) consisted of a
complex of a GPCR - called calcitonin receptor-like receptor (CRLR)
- that by itself lacked activity, with another membrane protein
(RAMP1). More surprisingly, CRLR when coupled with another
RAMP (RAMP2) showed a quite different pharmacology, being acti-
vated by an unrelated peptide, adrenomedulin. In other words, the
agonist specificity is conferred by the associated RAMP as well as
by the GPCR itself. More RAMPs have emerged, and so far nearly
all the examples involve peptide receptors, the calcium-sensing
receptor being an exception. RAMPs are an example of how protein-
protein interactions influence the pharmacological behaviour of the
receptors in a highly selective way and may be novel targets for
drug development (Sexton et al., 2012).

G protein-independent signalling
V In using the term G protein-coupled receptor to describe the class of
receptors characterised by their heptahelical structure, we are fol-
lowing conventional textbook dogma but neglecting the fact that G
proteins are not the only link between GPCRs and the various effec-
tor systems that they regulate. In this context, signalling mediated
through arrestins bound to the receptor (see p. 38), rather than
through G proteins, is important (see reviews by Pierce & Lefkowitz;
2001; Delcourt et al., 2007). Arrestins can act as an intermediary for
GPCR activation of the MAP kinase cascade (see Fig. 3.15).
There are many examples where the various ‘adapter proteins’ that
link receptors of the tyrosine kinase type to their effectors (see
p. 40) can also interact with GPCRs (see Brzostowski & Kimmel,
2001), allowing the same effector systems to be regulated by recep-
tors of either type.
In summary, the simple dogma that underpins much of

our current understanding of GPCRs, namely,

one GPCR gene - one GPCR protein - one
functional GPCR - one G protein - one response
is showing distinct signs of wear. In particular:

* one gene, through alternative splicing, RNA editing,
etc,, can give rise to more than one receptor protein

* one GPCR protein can associate with others, or with
other proteins such as RAMPs, to produce more
than one type of functional receptor

e different agonists may affect the receptor in
different ways and elicit qualitatively different
responses

e the signal transduction pathway does not invariably
require G proteins, and shows cross-talk with
tyrosine kinase-linked receptors.

G protein-coupled receptors are evidently versatile and
adventurous molecules around which much modern
pharmacology revolves, and nobody imagines that we
have reached the end of the story.

TYPE 3: KINASE-LINKED AND
RELATED RECEPTORS

These membrane receptors are quite different in struc-
ture and function from ligand-gated channels and GPCRs.

HOW DRUGS ACT: MOLECULAR ASPECTS

They are activated by a wide variety of protein media-
tors, including growth factors and cytokines (see Ch. 18),
and hormones such as insulin (see Ch. 31) and leptin
(Ch. 32), whose effects are exerted mainly at the level
of gene transcription. Most of these receptors are large
proteins consisting of a single chain of up to 1000 resi-
dues, with a single membrane-spanning helical region,
linking a large extracellular ligand-binding domain to
an intracellular domain of variable size and function.
The basic structure is shown in Figure 3.3C, but many
variants exist (see below). Over 100 such receptors have
been cloned, and many structural variations exist. For
more detail, see review by Hubbard & Miller (2007). They
play a major role in controlling cell division, growth,
differentiation, inflammation, tissue repair, apoptosis
and immune responses, discussed further in Chapters 5
and 18.

The main types are as follows:

Receptor tyrosine kinases (RTKs). These receptors have
the basic structure shown in Figure 3.17A, incorporating
a tyrosine kinase moiety in the intracellular region. They
include receptors for many growth factors, such as epi-
dermal growth factor and nerve growth factor, and also
the group of Toll-like receptors that recognise bacterial
lipopolysaccarides and play an important role in the
body’s reaction to infection (see Ch. 6). The insulin recep-
tor (see Ch. 31) also belongs to the RTK class, although it
has a more complex dimeric structure.

Receptor serine/threonine kinases. This smaller class is
similar in structure to RTKs but they phosphorylate serine
and/or threonine residues rather than tyrosine. The
main example is the receptor for transforming growth
factor (TGF).

Cytokine receptors. These receptors (Fig. 3.17B) lack
intrinsic enzyme activity. When occupied, they activate
various tyrosine kinases, such as Jak (the Janus kinase).
Ligands for these receptors include cytokines such as
interferons and colony-stimulating factors involved in
immunological responses.

PROTEIN PHOSPHORYLATION AND KINASE
CASCADE MECHANISMS

Protein phosphorylation (see Cohen, 2002) is a key mecha-
nism for controlling the function of proteins (e.g. enzymes,
ion channels, receptors, transport proteins) involved
in regulating cellular processes. Phosphorylation and
dephosphorylation are accomplished by kinases and plios-
phatases, respectively - enzymes of which several hundred
subtypes are represented in the human genome - which
are themselves subject to regulation dependent on their
phosphorylation status. Much effort is currently being
invested in mapping the complex interactions between
signalling molecules that are involved in drug effects and
pathophysiological processes such as oncogenesis, neuro-
degeneration, inflammation and much else. Here we can
present only a few pharmacologically relevant aspects of
what has become an enormous subject.

In many cases, ligand binding to the receptor leads to
dimerisation. The association of the two intracellular
kinase domains allows a mutual autophosphorylation
of intracellular tyrosine residues to occur. The phos-
phorylated tyrosine residues then serve as high-affinity
docking sites for other intracellular proteins that form the
next stage in the signal transduction cascade. One impor-
tant group of such proteins is known as the SH2 domain
proteins (standing for Src homology, because they were
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Fig. 3.17 Transduction mechanisms of kinase-linked receptors. The first step following agonist binding is dimerisation, which leads
to autophosphorylation of the intracellular domain of each receptor. SH2-domain proteins then bind to the phosphorylated receptor and
are themselves phosphorylated. Two well-characterised pathways are shown: [A] the growth factor (Ras/Raf/mitogen-activated protein
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e Receptors for various growth factors incorporate
tyrosine kinase in their intracellular domain.

e Cytokine receptors have an intracellular domain that
binds and activates cytosolic kinases when the
receptor is occupied.

e The receptors all share a common architecture, with a
large extracellular ligand-binding domain connected via
a single membrane-spanning helix to the intracellular
domain.

e Signal transduction generally involves dimerisation of
receptors, followed by autophosphorylation of tyrosine
residues. The phosphotyrosine residues act as
acceptors for the SH2 domains of a variety of
intracellular proteins, thereby allowing control of many
cell functions.

e They are involved mainly in events controlling cell
growth and differentiation, and act indirectly by
regulating gene transcription.

e Two important pathways are:

- the Ras/Raf/mitogen-activated protein (MAP) kinase
pathway, which is important in cell division, growth
and differentiation

— the Jak/Stat pathway activated by many cytokines,
which controls the synthesis and release of many
inflammatory mediators.

e A few hormone receptors (e.g. atrial natriuretic factor)
have a similar architecture and are linked to guanylyl
cyclase.

first identified in the Src oncogene product). These possess
a highly conserved sequence of about 100 amino acids,
forming a recognition site for the phosphotyrosine resi-
dues of the receptor. Individual SH2 domain proteins, of
which many are now known, bind selectively to particular
receptors, so the pattern of events triggered by particular
growth factors is highly specific. The mechanism is sum-
marised in Figure 3.17.

What happens when the SH2 domain protein binds to
the phosphorylated receptor varies greatly according
to the receptor that is involved; many SH2 domain pro-
teins are enzymes, such as protein kinases or phospholi-
pases. Some growth factors activate a specific subtype of
phospholipase C (PLCy), thereby causing phospholipid
breakdown, IP; formation and Ca® release (see p. 35).
Other SH2-containin-proteins couple phosphotyrosine-
containing-proteins with a variety of other functional pro-
teins, including many that are involved in the control of
cell division and differentiation. The end result is to acti-
vate or inhibit, by phosphorylation, a variety of transcrip-
tion factors that migrate to the nucleus and suppress or
induce the expression of particular genes. For more detail,
see Jin and Pawson (2012). Nuclear factor kappa B (NFkB)
is a transcription factor that plays a key role in multiple
disorders including inflammation and cancer (see Chs 17
and 56; Karin et al., 2004). It is normally present in the
cytosol complexed with an inhibitor (IkB). Phosphoryla-
tion of IkB occurs when a specific kinase (IKK) is activated
in response to various inflammatory cytokines and GPCR
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agonists. This results in dissociation of IkB from NFkB
and migration of NFxB to the nucleus, where it switches
on various proinflammatory genes.

V¥ Two well-defined signal transduction pathways are summa-

rised in Figure 3.17. The Ras/Raf pathway mediates the effect of

many growth factors and mitogens. Ras, which is a proto-oncogene
product, functions like a G protein, and conveys the signal (by

GDP/GTP exchange) from the SH2-domain protein, Grb. Activation

of Ras in turn activates Raf, which is the first of a sequence of three

serine/threonine kinases, each of which phosphorylates, and acti-
vates, the next in line. The last of these, mitogen-activated protein

(MAP) kinase (which is also activated by GPCRs, see above), phos-

phorylates one or more transcription factors that initiate gene

expression, resulting in a variety of cellular responses, including cell
division. This three-tiered MAP kinase cascade forms part of many
intracellular signalling pathways involved in a wide variety of
disease processes, including malignancy, inflammation, neurode-
generation, atherosclerosis and much else. The kinases form a large
family, with different subtypes serving specific roles. They are
thought to represent an important target for future therapeutic
drugs. Many cancers are associated with mutations in the genes
coding for proteins involved in this cascade, leading to activation of
the cascade in the absence of the growth factor signal (see Chs 5 and

56). For more details, see review by Avruch (2007).

A second pathway, the Jak/Stat pathway (Fig. 3.17B) is involved in

responses to many cytokines. Dimerisation of these receptors occurs

when the cytokine binds, and this attracts a cytosolic tyrosine kinase
unit (Jak) to associate with, and phosphorylate, the receptor dimer.

Jaks belong to a family of proteins, different members having specifi-

city for different cytokine receptors. Among the targets for phospho-

rylation by Jak are a family of transcription factors (Stats). These are

SH2-domain proteins that bind to the phosphotyrosine groups on the

receptor-Jak complex, and are themselves phosphorylated. Thus acti-

vated, Stat migrates to the nucleus and activates gene expression.

Other important mechanisms centre on plosphatidylinositol-3-kinase

(Pl kinases, see Vanhaesebroeck et al., 1997), a ubiquitous enzyme

family that is activated both by GPCRs and RTKs and attaches a

phosphate group to position 3 of PIP, to form PIP;. Other protein

kinases, particularly protein kinase B (PKB, also known as Akt),

have recognition sites for PIP; and are thus activated, controlling a

wide variety of cellular functions, including apoptosis, differentia-

tion, proliferation and trafficking. Akt also causes nitric oxide syn-

thase activation in the vascular endothelium (see Ch. 20).

Recent work on signal transduction pathways has produced a bewil-

dering profusion of molecular detail, often couched in a jargon that

is apt to deter the faint-hearted. Perseverance will be rewarded,
however, for there is no doubt that important new drugs, particu-
larly in the areas of inflammation, immunology and cancer, will
come from the targeting of these proteins. A breakthrough in the
treatment of chronic myeloid leukaemia was achieved with the
introduction of the first specific kinase inhibitor, imatinib, a drug
that inhibits a specific tyrosine kinase involved in the pathogenesis

of the disease (see Ch. 56).

The membrane-bound form of guanylyl cyclase, the enzyme
responsible for generating the second messenger cGMP in
response to the binding of natriuretic peptides (see Chs 18
and 29), resembles the receptor tyrosine kinase family and
is activated in a similar way by dimerisation when the
agonist is bound.

Figure 3.18 illustrates the central role of protein kinases
in signal transduction pathways in a highly simplified and
schematic way. Many, if not all, of the proteins involved,
including the receptors and the kinases themselves, are
substrates for kinases, so there are many mechanisms for
feedback and cross-talk between the various signalling
pathways. Given that there are over 500 protein kinases,
and similarly large numbers of receptors and other signal-
ling molecules, the network of interactions can look bewil-
deringly complex. Dissecting out the details has become
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a major theme in cell biology. For pharmacologists, the
idea of a simple connection betweenreceptor and response,
which guided thinking throughout the 20th century, is
undoubtedly crumbling, although it will take some time
before the complexities of sionallmo pathways are assimi-
lated into a new way of thmkmt7 about drug action.

Protein phosphorylation in signal
transduction

e Many receptor-mediated events involve protein
phosphorylation, which controls the functional and
binding properties of intracellular proteins.

e Receptor-linked tyrosine kinases, cyclic nucleotide-
activated tyrosine kinases and intracellular serine/
threonine kinases comprise a ‘kinase cascade’
mechanism that leads to amplification of receptor-
mediated events.

* There are many kinases, with differing substrate

specificities, allowing specificity in the pathways

activated by different hormones.

Desensitisation of G protein-coupled receptors occurs

as a result of phosphorylation by specific receptor

kinases, causing the receptor to become non-
functional and to be internalised.

e There is a large family of phosphatases that act to
dephosphorylate proteins and thus reverse the effects
of kinases.

TYPE 4: NUCLEAR RECEPTORS

By the 1970s, it was clear that receptors for steroid hor-
mones such as oestrogen and the glucocorticoids (Ch. 33)
were present in the cytoplasmof cells and translocated into
the nucleus after binding with their steroid partner. Other
hormones, such as the thyroid hormone T; (Ch. 34) and the
fat-soluble vitamins D and A (retinoic acid), were found to
act in a similar fashion. Comparisons of gene and protein
sequence data led to the recognition that these receptors
were members of a much larger family of related proteins.
We now know these as the nuclear receptor (NR) family.

As well as NRs such as the glucocorticoid and retinoic
acid receptor, whose ligands are well characterised, this
family includes a °1eat many (-40%) orphan receptors -
receptors with no known well-defined ligands. The first
of these to be described, in the 1990s, was the retinoid
X receptor (RXR), a receptor cloned on the basis of its
similarity with the vitamin A receptor, and which was
subsequently found to bind the vitamin A derivative 9-cis-
retinoic acid. Over the intervening years, specific binding
partners have been characterised for many NRs (‘adopted
orphans’; e.g. RXR) but for many others (‘true orphans’)
these have yet to be identified - or perhaps do not exist
as such, as one possible function of these receptors is their
‘promiscuous” ability to bind to many related compounds
(such as dietary factors) with low affinity.

Unlike the other receptors described in this chapter, the
NRs can directly interact with DNA. For this reason
we should really regard them as ligand-activated transcrip-
tion factors that tr ansduce signals by modifying gene tran-
scription. Another unique ploperty is that NRs are not



embedded in membranes like GPCRs or ion channels
(although see Ch. 33), but are present in the soluble phase
of the cell. Some, such as the steroid receptors, become
mobile in the presence of their ligand and can translocate
from the cytoplasm to the nucleus, while others, such as
the RXR, probably dwell mainly within the nuclear
compartment.

The NR superfamily probably evolved from a single
distant evolutionary ancestral gene by duplication and
other events. In man, there are at least 48 members but
more proteins may arise through alternative splicing
events. While this represents a rather small proportion of
all receptors (less than 10% of the total number of GPCRs),
the NRs are very important drug targets (Burris et al.,
2013), being responsible for the biological effects of
approximately 10-15% of all prescription drugs. They can
recognise an extraordinarily diverse group of substances
(mostly small hydrophobic molecules), which may exhibit
full or partial agonist, antagonist or inverse agonist activ-
ity. Some NRs are involved predominantly in endocrine
signalling but many act as lipid sensors and are thus
crucial links between our dietary and metabolic status and
the expression of genes that regulate the metabolism and
disposition of lipids. NRs also regulate expression of
many drug metabolising enzymes and transporters. Many
illnesses are associated with malfunctioning of the NR
system, including inflammation, cancer, diabetes, cardio-
vascular disease, obesity and reproductive disorders (see
Kersten et al., 2000; Murphy & Holder, 2000).

STRUCTURE OF NUCLEAR RECEPTORS

V All NRs are monomeric proteins that share a broadly similar
structural design (see Fig. 3.19 and Bourguet et al., 2000, for further
details). The N-terminal domain displays the most heterogeneity. It
harbours the AF1 (activation function 1) site that binds to other
cell-specific transcription factors in a ligand-independent way and
modifies the binding or regulatory capacity of the receptor itself.
Alternative splicing of genes may yield several receptor isoforms
each with slightly different N-terminal regions. The core domain of
thereceptoris highly conserved and consists of the structure respon-
sible for DNA recognition and binding. At the molecular level, this
comprises two zinc fingers - cysteine- (or cystine-/histidine-) rich
loops in the amino acid chain that are held in a particular conforma-
tion by zinc ions. The main function of this portion of the molecule
is to recognise and bind to the lormone response elements (HREs)
located in genes that are regulated by this family of receptors, but
it also plays a part in regulating receptor dimerisation.

It is the highly flexible liinge region in the molecule that allows it to
dimerise with other NRs. This can produce molecular complexes
with diverse configurations, able to interact differently with DNA.
Finally, the C-terminal domain contains the ligand-binding module
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and is specific to each class of receptor. The AF2 region is important
in ligand-dependent activation and is generally highly conserved
although absent in Rev-erbAco and Rev-erbAB, NRs that regulate
metabolism as part of a circadian molecular clock mechanism. Also
located near the C-terminal are motifs that contain nuclear localisa-
tion signals and others that may, in the case of some receptors, bind
accessory leat sliock and other proteins.

CONTROL OF GENE TRANSCRIPTION

VHREs are short (four or five base pairs) sequences of DNA to
which the NRs bind to modify gene transcription. They are usually
present symmetrically in pairs or /mlf-sites, although these may be
arranged together in different ways (e.g. simple repeats or inverted
repeats). Each NR exhibits a preference for a particular consensus
sequence but because of the family homology, there is a close similar-
ity between these sequences. Once in the nucleus, the ligand-bound
receptor recruits large complexes of other proteins including
co-aclivators or co-repressors to modify gene expression through its
AF1 and AF2 domains. Some of these co-activators are enzymes
involved in chromatin remodelling, such as histone acetylase/
deacetylase which, together with other enzymes, regulate the unrav-
elling of the DNA to facilitate access by polymerase enzymes and
hence gene transcription. Co-repressor complexes are recruited by
some receptors and comprise histone deacetylase and other factors
that cause the chromatin to become tightly packed, preventing
further transcriptional activation. The case of CAR is particularly
interesting; like some types of G proteins described earlier in this
chapter, CAR can form a constitutively active complex that is termi-
nated when it binds its ligand. The mechanisms of negative gene
regulation by NRs are particularly complex (see Santos et al., 2011
for a good account of this phenomenon).

CLASSIFICATION OF NUCLEAR RECEPTORS

NRs are usually classified into subfamilies according
to their phylogenetic development. For our purposes,
however, it is more useful to make another distinction
between them based on their molecular action. Mechanis-
tically then, the NR superfamily consists of two main
classes (I and II), aind two other minor groups of receptors
(IIL, 1V).

Class I consists largely of endocrine steroid receptors,
including the glucocorticoid and mineralocorticoid recep-
tors (GR and MR), as well as the oestrogen, progesterone
and androgen receptors (ER, PR and AR, respectively).
The hormones (e.g. glucocorticoids) recognised by these
receptors generally act in a negative feedback fashion to
control biological events (see Ch. 33 for more details). In
the absence of their ligand, these NRs are predominantly
located in the cytoplasm, complexed with heat shock and
other proteins and possibly reversibly attached to the
cytoskeleton or other structures. Following diffusion (or
possibly transportation) into the cell from the blood,

AF1 AF2
N-terminus Core DNA binding domain Hinge Ligand—binding domain C-terminal
AF1 Co-activator region

E with ‘zinc fingers’

E region
; HSP binding

AF2 Co-activator region ' extension

Fig. 3.19 Schematic diagram of a nuclear receptor. The heterogenous N-terminal domain harbours the AF1 (activation function 1)
site. This binds cell-specific transcription factors that modify the properties of the receptor. The highly conserved core domain comprises
two ‘zinc fingers'; cysteine- (or cystine-/histidine-) rich loops in the amino acid chain that are held in a particular conformation by zinc ions
and which are responsible for DNA recognition and binding. The flexible hinge region in the molecule allows the receptor to dimerise with
other NRs, and the C-terminal domain, which contains the ligand-binding module, is specific to each class of receptor (see text for more

details).
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ligands bind their NR partner with high affinity. These
liganded receptors generally form homodimers and trans-
locate to the nucleus, where they can transactivate or trans-
repress genes by binding to “positive” or ‘negative” HREs.
Once bound, the NR recruits other proteins to form com-
plexes that promote transcription of multiple genes. For
example, it is estimated that the activated GR itself can
regulate transcription of ~1% of the genome either directly
or indirectly.

Class II NRs function in a slightly different way. Their
ligands are generally lipids already present to some
extent within the cell. This group includes the peroxisome
proliferator-activated receptor (PPAR) that recognises fatty
acids; the liver oxysterol receptor (LXR) that recognises and
acts as a cholesterol sensor, the farnesoid (bile acid) receptor
(FXR), a xenobiotic receptor (SXR; in rodents the PXR) that
recognises a great many foreign substances, including
therapeutic drugs, and the constitutive androstane receptor
(CAR), which not only recognises the steroid androstane
but also some drugs such as phenobarbital (see Ch. 45).
Indeed, PXR and CAR are akin to airport security guards
who alert the bomb disposal squad when suspicious
luggage is found. When they sense foreign molecules
(xenobiotics), they induce drug-metabolising enzymes
such as CYP3A (which is responsible for metabolising
about 60% of all prescription drugs; see Ch. 9 and di Masi
et al., 2009). They also bind some prostaglandins and non-
steroidal drugs, as well as the antidiabetic thiazolidinedi-
ones (see Ch. 31) and fibrates (see Ch. 23). Unlike the
receptors in class I, these NRs almost always operate as
heterodimers together with the retinoid X receptor (RXR).

Two types of heterodimer may then be formed: a
non-permissive heterodinier, which can be activated only by
the RXR ligand itself, and the permissive leterodiner, which
can be activated either by retinoic acid itself or by
its partner’s ligand. Class II NRs are generally bound
to co-repressor proteins. These dissociate when the
ligand binds and allows recruitment of co-activator pro-
teins and hence changes in gene transcription. They tend
to mediate positive feedback effects (e.g. occupation of the
receptor amplifies rather than inhibits a particular biologi-
cal event).

Class IIT NRs are very similar to Class [ in the sense that
they form homodimers, but they can bind to HREs, which
do not have an inverted repeat sequence. Class IV NRs
may function as monomers or dimers but only bind to one
HRE half site. Many of the remaining orphan receptors
belong to these latter classes.

The discussion here must be taken only as a broad
guide to the action of NRs, as many other types of interac-
tion have also been discovered. For example, some recep-
tors may bring about non-genomic actions by directly
interacting with factors in the cytosol, or they may be
covalently modified by phosphorylation or by protein-
protein interactions with other transcription factors such
that their function is altered (see Falkenstein et al., 2000).
In addition, there is good evidence for separate mem-
brane and other types of receptor that can bind some
steroid hormones such as oestrogen (see Walters &
Nemere, 2004).

Table 3.4 summarises the properties of some common
NRs of importance to pharmacologists.

Table 3.4 Some common pharmacologically significant nuclear receptors

Ligand Mechanism
Receptor name Abbreviation Ligand Drugs Location binding of action
Type |
Androgen AR Tetosterone All natural and synthetic
Oestrogen ERo,f 17(3-oestradiol gll'JCOCOFtICOI.dS'(Ch. 33), Translocation to
mineralocorticoids (Ch. 29) | Binding t
Glucocorticoid GRo. Cortisol, and sex steroids (Ch. 35) A i nHLlJ?CEZu;ithl?wlc?%aﬁ
corticosterone  together with their D e e i Sl
Progesterone PR Progesterone ~ 2ntagonists (e.g. raloxifine, inverted sequence
4-hydroxy-tamoxifen and
Mineralocorticoid MR Aldosterone mifepristone)
Type Ul
Retinoid X RXR o.,B,y 9-cis-retinoic
agid Retinoid drugs (Ch. 27) i
Retinoic acid RAR o8,y Vitamin A Complexed with
CO-repressors,
Thyroid hormone TR o, e 1 Thyroid hormone drugs Heterodimers which are displaced
Peroxisome PPAR o.,8,7,0  Fatty acids, Rosiglitazone, pioglitazone ~ Nuclear  often with following ligand
proliferator prostaglandins RXR binding, allowing
— the binding of
Constitutive CAR Androstane Stimulation of CYP synthesis transactivators
androstane and alteration of drug
Pregnane X PXR Xenobiotics metabolism

Only examples from Classes | and |l are included.
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e A family of 48 soluble receptors that sense lipid and
hormonal signals and modulate gene transcription.

e Their ligands are many and varied, including steroid
drugs and hormone, thyroid hormones, vitamins A and
D, various lipids and xenobiotics

e There are two main categories:

— Class | NRs are present in the cytoplasm, form
homodimers in the presence of their partner, and
migrate to the nucleus. Their ligands are mainly
endocrine in nature (e.g. steroid hormones)

— Class I NRs are generally constitutively present in
the nucleus and form heterodimers with the retinoid
X receptor. Their ligands are usually lipids (e.g. the
fatty acids).

e The liganded receptor complexes initiate changes in
gene transcription by binding to hormone response
elements in gene promoters and recruiting co-activator
or co-repressor factors.

e The receptor family is the target of approximately 10%
of prescription drugs, and the enzymes that it
regulates affect the pharmacokinetics of some 60% of
all prescription drugs.

ION CHANNELS AS DRUG TARGETS

We have discussed ligand-gated ion channels as one of
the four main types of drug receptor. There are many
other types of ion channel that represent important drug
targets, even though they are not generally classified as
‘receptors’ because they are not the immediate targets of
fast neurotransmitters, but drugs can act upon them to
alter their ability to open and close.”

Here we discuss the structure and function of ion chan-
nels at the molecular level; their role as regulators of cell
function is described in Chapter 4.

Ions are unable to penetrate the lipid bilayer of the cell
membrane, and can get across only with the help of
membrane-spanning proteins in the form of channels or
transporters. The concept of ion channels was developed
in the 1950s on the basis of electrophysiological studies on
the mechanism of membrane excitation (see Ch. 4). Elec-
trophysiology, particularly the wvoltage clamp technique,
remains an essential tool for studying the physiological
and pharimacological properties of ion channels. Since the
mid-1980s, when the first ion channels were cloned by
Numa in Japan, much has been learned about the struc-
ture and function of these complex molecules. The use of
patch clamp recording, which allows the behaviour of
individual channels to be studied in real time, has been
particularly valuable in distinguishing channels on the

Zn truth, the distinction between ligand-gated channels and other ion
channels is an arbitrary one. In grouping ligand-gated channels with
other types of receptor in this book, we are respecting the historical
tradition established by Langley and others, who first defined receptors
in the context of the action of acetylcholine at the neuromuscular
junction. The advance of molecular biology may force us to reconsider
this semantic issue in the future, but for now we make no apology for
upholding the pharmacological tradition.
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basis of their conductance and gating characteristics.
Accounts by Hille (2001), Ashcroft (2000) and Catterall
(2000) give background information.

Ion channels consist of protein molecules designed to
form water-filled pores that span the membrane, and can
switch between open and closed states. The rate and
direction of ion movement through the pore is governed
by the electrochemical gradient for the ion in question,
which is a function of its concentration on either side of
the membrane, and of the membrane potential. lon chan-
nels are characterised by:

e their selectivity for particular ion species,
determined by the size of the pore and the nature of
its lining

* their gating properties (i.e. the nature of the
stimulus that controls the transition between open
and closed states of the channel)

¢ their molecular architecture.

ION SELECTIVITY

Channels are generally either cation selective or anion
selective. The main cation-selective channels are selective
for Na*, Ca* or K*, or non-selective and permeable to
all three. Anion channels are mainly permeable to
CI', although other types also occur. The effect of
modulation of ion channels on cell function is discussed
in Chapter 4.

GATING
VOLTAGE-GATED CHANNELS

In the main these channels open when the cell membrane
isdepolarised.” They forma very important group because
they underlie the mechanism of membrane excitability
(see Ch. 4). The most important channels in this group are
selective sodium, potassium or calcium channels.

Commonly, the chaniel opening (activation) induced
by membrane depolarisation is short lasting, even if the
depolarisation is maintained. This is because, with some
channels, the initial activation of the channels is followed
by a slower process of inactivation.

The role of voltage-gated channels in the generation of
action potentials and in controlling other cell functions is
described in Chapter 4.

LIGAND-GATED CHANNELS

These (see Fig. 3.5) are activated by binding of a chemical
ligand to a site on the channel molecule. Fast neuro-
transmitters, such as glutamate, acetylcholine, GABA,
5-hydroxytryptamine and ATP (see Chs 13, 16 aind 38) act
in this way, binding to sites on the outside of the mem-
brane. In addition there are also ligand-gated ion channels
that do not respond to neurotransmitters but to changes
in their local environment. For example, the TRPV1
channel on sensory nerves that mediates the pain-
producing effect of the chilli pepper ingredient capsaicin
responds to extracellular protons when tissue pH falls, as
occurs in inflamed tissue, as well as to the physical stimu-
lus, heat (see Ch. 42).

"There is always an exception to the rule! The members of the HCN
family of potassium channels found in neurons and cardiac muscle
cells are activated by hyperpolarisation.
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Some ligand-gated channels in the plasma membrane
respond to intracellular rather than extracellular signals,
the most important being the following:

* Calcium-activated potassium channels, which occur
in most cells and open, thus hyperpolarising the
cell, when [Ca*]; increases.

 Calcium-activated chloride channels, widely
expressed in excitable and non-excitable cells where
they are involved in diverse functions such as
epithelial secretion of electrolytes and water,
sensory transduction, regulation of neuronal and
cardiac excitability and regulation of vascular tone.

» ATP-sensitive potassium channels, which open
when the intracellular ATP concentration falls
because the cell is short of nutrients. These
channels, which are quite distinct from those
mediating the excitatory effects of extracellular
ATP, occur in many nerve and muscle cells, and
also in insulin-secreting cells (see Ch. 31), where
they are part of the mechanism linking insulin
secretion to blood glucose concentration.

Other examples of cell membrane channels that respond
to intracellular ligands include arachidonic acid-sensitive
potassium chamnnels and DAG-sensitive calcium channels,
whose functions are not well understood.

CALCIUM RELEASE CHANNELS

The main ones, IP; and ryanodine receptors (see Ch. 4),
are a special class of ligand-gated calcium channels that

(A) 6T1P

CATION
CHANNELS
(4 subunits)

§ N (o

| Examples: Voltage-gated
| K* channels, TRP channels

(®)

VOLTAGE-GATED
SODIUM AND
CALCIUM
CHANNELS

are present on the endoplasmic or sarcoplasmic reticulum
rather than the plasma membrane and control the release
of Ca* from intracellular stores. Ca® can also be released
from lysosomal stores by nicotinic acid adenine dinucle-
otide phosphate activating two pore domain calcium
channels.

STORE-OPERATED CALCIUM CHANNELS

When the intracellular Ca* stores are depleted, ‘store-
operated’ channels (SOCs) in the plasma membrane open
to allow Ca* entry. The mechanism by which this linkage
occurs involves interaction of a Ca?*-sensor protein in the
endoplasmic reticulum membrane with a dedicated Ca*
channel in the plasma membrane (see Potier & Trebak,
2008). In response to GPCRs that elicit Ca” release, the
opening of these channels allows the cytosolic free Ca*
concentration, [Ca*];, to remain elevated even when the
intracellular stores are running low, and also provides a
route through which the stores can be replenished (see
Ch. 4).

MOLECULAR ARCHITECTURE
OF ION CHANNELS

Vlon channels are large and elaborate molecules. Their characteris-
tic structural motifs have been revealed as knowledge of their
sequence and structure has accumulated since the mid-1980s, when
the first voltage-gated sodium channel was cloned. The main struc-
tural subtypes are shown in Figure 3.20. All consist of several (often
four) domains, which are similar or identical to each other,

2T1P 4T2P

N c N Cc

Examples: Resting K*
channels

Examples: Inward-rectifying
K* channels, ASIC,
ENaC, degenerins

Fig. 3.20 Molecular architecture of ion channels. Red and blue rectangles represent membrane-spanning o.-helices. Blue hairpins are
pore loop (P) domains, present in many channels, blue rectangles being the pore-forming regions of the membrane-spanning c-helices.
Cross-shaded rectangles represent the voltage-sensing regions of voltage-gated channels. The green symbol represents the inactivating
particle of voltage-gated sodium channels. Potassium channel nomenclature is based on the number of transmembrane helices (T) and
pore-forming loops (P) in each subunit. Further information on ion channels is given in Chapter 4. ASIC, acid-sensing ion channel; ENaC,
epithelial sodium channel; TRP, transient receptor potential channel.
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organised either as an oligomeric array of separate subunits, or as
one large protein. Each subunit or domain contains a bundle of two
to six membrane-spanning helices.

Voltage-gated channels generally include one transmembrane helix
that contains an abundance of basic (i.e. positively charged) amino
acids. When the membrane is depolarised, so that the interior of the
cell becomes less negative, this region - the voltage sensor - moves
slightly towards the outer surface of the membrane, which has the
effect of opening the channel (see Bezanilla, 2008). Many voltage-
activated channels also show inactivation, which happens when an
intracellular appendage of the channel protein moves to plug the
channel from the inside. Voltage-gated sodium and calcium channels
areremarkable in that the whole structure with four six-helix domains
consists of a single huge protein molecule, the domains being linked
together by intracellularloops of varying length. Potassium channels
comprise the most numerous and heterogeneous class."* Voltage-
gated potassium channels resemble sodium channels, except that
they are made up of four subunits rather than a single long chain.
The class of potassium channels known as ‘inward rectifier channels’
because of their biophysical properties has the two-helix structure
shown in Figure 3.20A, whereas others are classed as ’two-pore
domain’ channels, because each subunit contains two P loops.

The various architectural motifs shown in Figure 3.20 only scrape
the surface of the molecular diversity of ion channels. In all
cases, the individual subunits come in several molecular varieties,
and these can unite in different combinations to form functional
channels as lietero-oligomers (as distinct from lionmo-oligomers built
from identical subunits). Furthermore, the channel-forming struc-
tures described are usually associated with other membrane pro-
teins, which significantly affect their functional properties. For
example, the ATP-gated potassium channel exists in association
with the sulfonylurea receptor (SUR), and it is through this linkage
that various drugs (including antidiabetic drugs of the sulfonylurea
class; see Ch. 31) regulate the channel. Good progress is being made
in understanding the relation between molecular structure and ion
channel function, but we still have only a fragmentary understand-
ing of the physiological role of many of these channels. Many impor-
tant drugs exert their effects by influencing channel function, either
directly or indirectly.

PHARMACOLOGY OF ION CHANNELS

V¥ Many drugs and physiological mediators described in this book
exert their effects by altering the behaviour of ion channels. Here
we outline the general mechanisms as exemplified by the pharma-
cology of voltage-gated sodium channels (Fig. 3.21). lon channel
pharmacology is likely to be a fertile source of future new drugs.

The gating and permeation of both voltage-gated and ligand-gated
ion channels is modulated by many factors, including the following.

* Ligands that bind directly to various sites on thechannel protein. These
include a variety of drugs and toxins that act in different ways,
for example by blocking the channel or by affecting the gating
process, thereby either facilitating or inhibiting the opening of
the channel.

* Mediators and drugs that act indirectly, mainly by activation of
GPCRs. The latter produce their effects mainly by affecting the
state of phosphorylation of individual amino acids located on the
intracellular region of the channel protein. As described above,
this modulation involves the production of second messengers
that activate protein kinases. The opening of the channel may be
facilitated or inhibited, depending on which residues are phos-
phorylated. Drugs such as 3-adrenoceptor agonists (Ch. 14) affect
calcium and potassium channel function in this way, producing
a wide variety of cellular effects.

e Intracellular signals, particularly Ca®* and nicleotides such as ATP
and GTP (see Ch. 4). Many ion channels possess binding sites for

"The human genome encodes more than 70 distinct potassium channel
subtypes - either a nightmare or a golden opportunity for the
pharmacologist, depending on one’s perspective.
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channels (see Ch. 43). The multiplicity of different binding sites
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these intracellular mediators. Increased [Ca™]; opens certain
types of potassium and chloride channels, and inactivates
voltage-gated calcium channels. As described in Chapter 4,
[Ca*]; is itself affected by the function of ion channels and
GPCRs. Drugs of the sulfonylurea class (see Ch. 31) act selectively
on ATP-gated potassium channels.

Figure 3.21 summarises the main sites and mechanisms by which

drugs affect voltage-gated sodium channels, a typical example of
this type of drug target.

CONTROL OF RECEPTOR EXPRESSION

Receptor proteins are synthesised by the cells that express
them, and the level of expression is itself controlled, via
the pathways discussed above, by receptor-mediated
events. We can no longer think of the receptors as the
fixed elements in cellular control systems, responding to
changes in the concentration of ligands, and initiating
effects through the signal transduction pathway - they are
themselves subject to regulation. Short-term regulation of
receptor function generally occurs through desensitisation,
as discussed above. Long-term regulation occurs through
an increase or decrease of receptor expression. Examples of
this type of control include the proliferation of various
postsynaptic receptors after denervation (see Ch. 12), the
upregulation of various G protein-coupled and cytokine
receptors in response to inflammation (see Ch. 17), and
the induction of growth factor receptors by certain tumour
viruses (see Ch. 5). Long-term drug treatment invariably
induces adaptive responses, which, particularly with
drugs that act on the central nervous system, can limit
their effectiveness as in opioid tolerance (see Ch. 42) or
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can be the basis for therapeutic efficacy. In the latter
instance this may take the form of a very slow onset of the
therapeutic effect (e.g. with antidepressant drugs; see Ch.
47). It is likely that changes in receptor expression, sec-
ondary to the immediate action of the drug, are involved
in delayed effects of this sort - a kind of ‘secondary phar-
macology’ whose importance is only now becoming
clearer. The same principles apply to drug targets other
than receptors (ion channels, enzymes, transporters, etc.)
whereadaptive changes inexpression and function follow
long-term drug administration, resulting, for example, in
resistance to certain anticancer drugs (Ch. 56).

RECEPTORS AND DISEASE

Increasing understanding of receptor function in molecu-
lar terms has revealed a number of disease states directly
linked to receptor malfunction. The principal mechanisms
involved are:

 autoantibodies directed against receptor proteins
* mutations in genes encoding receptors, ion channels
and proteins involved in signal transduction.

An example of the former is myasthenia gravis (see Ch. 13),
a disease of the neuromuscular junction due to autoanti-
bodies that inactivate nicotinic acetylcholine receptors.
Autoantibodies can also mimic the effects of agonists, as
in many cases of thyroid hypersecretion, caused by activa-
tion of thyrotropin receptors. Activating antibodies have
also been discovered in patients with severe hypertension
(0. adrenoceptors), cardiomyopathy (B adrenoceptors),
and certain forms of epilepsy and neurodegenerative dis-
orders (glutamate receptors).

Inherited mutations of genes encoding GPCRs account
for various disease states (see Spiegel & Weinstein, 2004;
Thompson et al., 2005). Mutated vasopressin and adreno-
corticotrophic hormone receptors (see Chs 29 and 33) can
result in resistance to these hormones. Receptor mutations
can result in activation of effector mechanisms in the
absence of agonists. One of these involves the receptor
for thyrotropin, producing continuous oversecretion of
thyroid hormone; another involves the receptor for lutein-
ising hormone and results in precocious puberty. Adreno-
ceptor polymorphisms are common in humans, and
recent studies suggest that certain mutations of the P,
adrenoceptor, although they do not directly cause disease,
are associated with a reduced efficacy of B-adrenoceptor
agonists in treating asthima (Ch. 28) and a poor prognosis
in patients with cardiac failure (Ch. 21). Mutations in G
proteins can also cause disease (see Spiegel & Weinstein,
2004). For example, mutations of a particular Go. subunit
cause one form of liypoparathyroidisim, while mutations of
a GP subunit result in hypertension. Many cancers are
associated with mutations of the genes encoding growth
factor receptors, kinases and other proteins involved in
signal transduction (see Ch. 5).

Mutations in ligand-gated ion channels (GABAA and
nicotinic) and other ion chainels (Na® and K*) that alter
their function give rise to some forms of idiopathic epi-
lepsy (see Ch. 45 and Guerrini et al., 2003).

Research on genetic polymorphisms affecting receptors,
signalling molecules, ion channels and effector enzymes
is continuing apace, and it is expected that a clearer under-
standing of the variability between individuals in their
disease susceptibility and response to therapeutic drugs
(see Ch. 57) will result in the foreseeable future.
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How drugs act: cellular
aspects - excitation,

contraction and secretion

OVERVIEW

The link between a drug interacting with a molecular
target and its effect at the pathophysiological level,
such as a change in blood glucose concentration or
the shrinkage of a tumour, involves events at the
cellular level. Whatever their specialised physiologi-
cal function, cells generally share much the same
repertoire of signalling mechanisms. In the next
three chapters, we describe the parts of this reper-
toire that are of particular significance in under-
standing drug action at the cellular level. In this
chapter, we describe mechanisms that operate
mainly over a short timescale (milliseconds to hours),
particularly excitation, contraction and secretion,
which account for many physiological responses;
Chapter 5 deals with the slower processes (generall
days to months), including cell division, growth, diZ
ferentiation and cell death, that determine the body’s
structure and constitution; Chapter 6 describes host
defence mechanisms.

The short-term regulation of cell function depends
mainly on the following components and mecha-
nisms, which regulate, or are regulated by, the free
concentration of Ca?* in the cytosol, [Ca?];:

¢ jon channels and transporters in the plasma
membrane

¢ the storage and release of Ca?* by intracellular

organelles

Ca*-dependent regulation of a variety of

functional proteins, including enzymes,

contractile proteins and vesicle proteins.

More detailed coverage of the topics presented in
this chapter can be found in Nestler et al. (2008),
Berridge (2012) and Kandel et al. (2013).

Because [Ca?'], plays such a key role in cell func-
tion, a wide variety of drug effects results from
interference with one or more of these mechanisms.
If love makes the human world go round, [Ca?];
does the same for cells. Knowledge of the molecular
and cellular details is extensive, and here we focus
on the aspects that help to explain drug effects.

REGULATION OF INTRACELLULAR CALCIUM

Ever since the famous accident by Sidney Ringer’s techni-
cian, which showed that using tap water rather than dis-
tilled water to make up the bathing solution for isolated
frog hearts would allow them to carry on contracting,
the role of Ca® as a major regulator of cell function has
never been in question. Many drugs and physiologi-
cal mechanisms operate, directly or indirectly, by influ-
encing [Ca*].. Here we consider the main ways in which
it is regulated, and later we describe some of the ways
in which [Ca®]; controls cell function. Details of the

molecular components and drug targets are presented in
Chapter 3, and descriptions of drug effects on integrated
physiological function are given in later chapters.

The study of Ca*" regulation took a big step forward in
the 1970s with the development of optical techniques
based on the Ca®-sensitive photoprotein aequorin, and
fluorescent dyes such as Fura-2, which, for the first time,
allowed free [Ca*]; to be continuously monitored inliving
cells with a high level of temporal and spatial resolution.

Most of the Ca* in a resting cell is sequestered in
organelles, particularly the endoplasmic or sarcoplasmic
reticulum (ER or SR) and the mitochondria, and the free
[Ca¥); is kept to a low level, about 100 nmol/l. The Ca**
concentration in extracellular fluid, [Ca*],, is about
2.4 mmol/l, so there is a large concentration gradient
favouring Ca* entry. [Ca®]; is kept low (a) by the opera-
tion of active transport mechanisms that eject cytosolic
Ca® through the plasma membrane and pump it into the
ER, and (b) by the normally low Ca* permeability of the
plasma and ER membranes. Regulation of [Ca*]; involves
three main mechanisms:

* control of Ca* entry

* control of Ca* extrusion

* exchange of Ca* between the cytosol and the
intracellular stores.

These mechanisms are described in more detail below
and are summarised in Figure 4.1 (see Clapham, 2007;
Berridge, 2009).

CALCIUM ENTRY MECHANISMS

There are four main routes by which Ca* enters cells
across the plasma membrane:

* voltage-gated calcium channels
¢ ligand-gated calcium channels
* store-operated calcium channels (SOCs)
+ 24 . 0 . 0
e Na'-Ca™ exchange (can operate in either direction;
see Calcium extrusion mechanisms, p. 53).

VOLTAGE-GATED CALCIUM CHANNELS

The pioneering work of Hodgkin and Huxley on the ionic
basis of the nerve action potential (see p. 55) identified
voltage-dependent Na® and K* conductances as the main
participants. It was later found that some invertebrate
nerve and muscle cells could produce action potentials that
depended on Ca* rather than Na*, and it was then found
that vertebrate cells also possess voltage-activated calcium
channels capable of allowing substantial amounts of Ca*
to enter the cell when the membrane is depolarised. These
voltage-gated channels are highly selective for Ca*
(although they also conduct Ba? ions, which are often used
as a substitute in electrophysiological experiments), and do
not conduct Na* or K¥; they are ubiquitous in excitable cells



HOW DRUGS ACT: CELLULAR ASPECTS - EXCITATION, CONTRACTION AND SECRETION

Agonists
(e.g. glutamate, ATP)

IP;

G|

‘ GPCRs

Endoplasmic reticulum

Lysosome

Plasma membrane

Fig. 4.1

Regulation of intracellular calcium. The main routes of transfer of Ca?* into, and out of, the cytosol, endoplasmic reticulum

and lysosomal structures are shown for a typical cell (see text for details). Black arrows: routes into the cytosol. Blue arrows: routes out of
the cytosol. Red arrows: regulatory mechanisms. The state of the ER store of Ca?" is monitored by the sensor protein Stim1, which
interacts directly with the store-operated calcium channel (SOC) to promote Ca2* entry when the ER store is depleted. Normally, [Ca?*] is
regulated to about 107 mol/l in a ‘resting’ cell. Mitochondria (not shown) also function as Ca?* storage organelles but release Ca?* only
under pathological conditions, such as ischaemia (see text). There is recent evidence for a lysosomal store of Ca?*activated by the second
messenger nicotinic acid adenine dinucleotide phosphate (NAADP) through a two-pore domain calcium channel (TPC). GPCR, G
protein-coupled receptor; IP3, inositol trisphosphate; IPsR, inositol trisphosphate receptor; LGC, ligand-gated cation channel; NCX,
Na*-Ca?" exchange transporter; PMCA, plasma membrane Ca®-ATPase; RyR, ryanodine receptor; SERCA, sarcoplasmic/endoplasmic

reticulum ATPase; VGCC, voltage-gated calcium channel.

and cause Ca” to enter the cell whenever the membrane is
depolarised, for example by a conducted action potential.

A combination of electrophysiological and pharmaco-
logical criteria have revealed five distinct subtypes of volt-
age-gated calcium channels: L, T, N, P/Q and R." The
subtypes vary with respect to their activation and inactiva-
tion kinetics, their voltage threshold for activation, their
conductance and their sensitivity to blocking agents, as
summarised in Table 4.1. The molecular basis for this het-
erogeneity has been worked out in some detail. The main
pore-forming subunits (termed o1, see Fig. 3.4) occur in at
least 10 molecular subtypes, and they are associated with
other subunits (B, ¥ and two subunits from the same
gene, 029, linked by a disulfide bond) that also exist in dif-
ferent forms. Different combinations of these subunits
giverise to the different physiological subtypes. In general,
L channels are particularly important in regulating

'P and Q are so similar that they usually get lumped together. The
terminology is less than poetic: L stands for long-lasting; T stands for
transient; N stands for neither long-lasting nor transient. Although P
stands for Purkinje - this type of channel was first observed in
cerebellar Purkinje cells - it continued the alphabetical sequence
(missing out O of course) and so the next discovered were termed Q
and R.

contraction of cardiac and smooth muscle (see p. 60 and
61), and N channels (and also P/Q) are involved in
neurotransmitter aind hormone release, while T channels
mediate Ca®* entry into neurons around the resting mem-
brane potential and can control the rate of repolarisation
of neurons and cardiac cells as well as various Ca*-
dependent functions such as regulation of other channels,
enzymes, etc. Clinically used drugs that act directly on
some forms of calciumchannel include the group of ‘Ca*
antagonists’ consisting of diliydropyridines (e.g. nifed-
ipine), verapamil and diltiazem (used for their cardiovas-
cular effects; see Chs 21 and 22), and also gabapentin and
pregabalin (used to treat pain and epilepsy; see Chs 42
and 45). Many drugs affect calcium channels indirectly by
acting on G protein-coupled receptors (see Ch. 3). A
number of toxins act selectively on one or other type of
calcium channel (Table 4.1), and these are used as experi-
mental tools.

LIGAND-GATED CHANNELS

Most ligand-gated cation channels (see Ch. 3) that are
activated by excitatory neurotransmitters are relatively
non-selective, and conduct Ca* ions as well as other
cations. Most important in this respect is the glutamate
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Table 4.1 Types and functions of Ca?" channels

Gated by Main types Characteristics Location and function Drug effects
Voltage 15 High activation Plasma membrane of Blocked by dihydropyridines, verapamil,
threshold many cells diltiazem; and calciseptine (peptide from
Slow inactivation Main Ca?* source for snake venom)
contraction in smooth Activated by BayK 8644
and cardiac muscle
N Low activation Main Ca?* source for Blocked by w-conotoxin (component of
threshold transmitter release by Conus snail venom) and ziconotide (marketed
Slow inactivation nerve terminals preparation of w-conotoxin used to control
pain) (Ch. 42)
i Low activation Widely distributed Blocked by mibefradil
threshold Important in cardiac
Fast inactivation pacemaker and atria
(role in dysrhythmias),
also neuronal firing
patterns
P/Q Low activation Nerve terminals Blocked by w-agatoxin-4A (component of
threshold Transmitter release funnel-web spider venom)
Slow inactivation
R Low threshold Neurons and dendrites Blocked by low concentrations of SNX-482 (a
Fast inactivation Control of firing patterns toxin from a member of the tarantula family)
Inositol- IP; receptor Activated by Ca* Located in endoplasmic/ Not directly targeted by drugs
trisphosphate and ATP in the sarcoplasmic reticulum Some experimental blocking agents known
presence of IP; Mediates Ca* release Responds to GPCR agonists and antagonists
produced by GPCR in many cells
activation
Cer Ryanodine Directly activated Located in endoplasmic/ Activated by caffeine and ATP in the
receptor in skeletal muscle sarcoplasmic reticulum. presence of Ca*
via dihydropyridine Pathway for Ca? release Ryanodine both activates (low concentrations)
receptor of in striated muscle and closes (high concentrations) the channel.
T-tubules. Also closed by Mg*, K* channel blockers and
Activated by Ca? dantrolene
in cardiac muscle Mutations may lead to drug-induced
malignant hypothermia, sudden cardiac death
and central core disease
Store Store- Activated by Located in plasma Activated indirectly by agents that deplete
depletion operated sensor protein that membrane intracellular stores (e.g. GPCR agonists,
channels monitors level of thapsigargin)

ER Ca?* stores

Not directly targeted by drugs

receptor of the NMDA type (Ch. 38), which has a particu-
larly high permeability to Ca* and is a major contributor
to Ca® uptake by postsynaptic neurons (and also glial
cells) in the central nervous system. Activation of this
receptor can readily cause so much Ca® entry that the cell
dies, mainly through activation of Ca*-dependent pro-
teases but also by triggering apoptosis (see Ch. 5). This
mechanism, termed excitotoxicity, probably plays a part in
various neurodegenerative disorders (see Ch. 40).

For many years, there was dispute about the existence
of ‘receptor-operated channels’ in smooth muscle,
responding directly to mediators such as adrenaline
(epinephrine), acetylcholine and histamine. Now it seems
(see Berridge, 2009) that the P2X receptor (see Ch. 3),
activated by ATP, is the only example of a true ligand-
gated channel in smooth muscle, and this constitutes an
important route of entry for Ca*. As mentioned above,
many mediators acting on G protein-coupled receptors,

affect Ca® entry indirectly, mainly by regulating voltage-
gated calcium channels or potassium channels.

STORE-OPERATED CALCIUM CHANNELS (SOCs)

SOCs are very low-conductance channels that occur in the
plasma membrane and open to allow entry when the ER
stores are depleted, but are not sensitive to cytosolic
[Ca*].. Thelinkage between the ER and the plasma mem-
brane - for long a puzzle - was recently found to involve
a Ca*-sensor protein (Stim1) in the ER membrane, which
connects directly to the channel protein (Orail) in the
plasma membrane (see Clapham, 2007).

Like the ER and SR channels, these channels can serve
to amplify the rise in [Ca*]; resulting from Ca® release
from the stores. So far, only experimental compounds are
known to block these channels, but efforts are being made
to develop specific blocking agents for therapeutic use as
relaxants of smooth muscle.
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CALCIUM EXTRUSION MECHANISMS

Activetransport of Ca** outwards across the plasma mem-
brane, and inwards across the membranes of the ER or
SR, depends on the activity of distinct Ca**-dependent
ATPases,’ similar to the Na*/ K*-dependent ATPase that
pumps Na® out of the cell in exchange for K*. Thapsi-
gargin (derived from a Mediterranean plant, Thapsia gar-
ganica) specifically blocks the ER pump, causing loss of
Ca?* from the ER. It is a useful experimental tool but has
no therapeutic significance.

Calcium is also extruded from cells in exchange for Na®,
by Na*-Ca®* exchange. The transporter that does this has
been fully characterised and cloned, and (as you would
expect) comes in several molecular subtypes whose func-
tions remain to be worked out. The exchanger transfers
three Na* ions for one Ca*, and therefore produces a net
depolarising current when it is extruding Ca*". The energy
for Ca®* extrusion comes from the electrochemical gradient
forNa®, not directly from ATP hydrolysis. This means that
a reduction in the Na* concentration gradient resulting
fromNa*entry will reduce Ca* extrusion by the exchanger,
causing a secondary rise in [Ca?'], a mechanism that is
particularly important in cardiac muscle (see Ch. 21).
Digoxin, which inhibits Na* extrusion, acts on cardiac
muscle in this way (Ch. 21), causing [Ca**] to increase.

CALCIUM RELEASE MECHANISMS

There are two main types of calcium channel in the ER
and SR membrane, which play an important part in con-
trolling the release of Ca® from these stores.

e The inositol trisphosphate receptor (IPsR) is activated
by inositol trisphosphate (IP;), a second messenger
produced by the action of many ligands on G
protein-coupled receptors (see Ch. 3). IP;R is a
ligand-gated ion channel, although its molecular
structure differs from that of ligand-gated channels
in the plasma membrane (see Mikoshiba, 2007). This
is the main mechanism by which activation of G
protein-coupled receptors causes an increase in
[Ca™].

* Ryanodine receptors (RyR) are so called because they
were first identified through the specific blocking
action of the plant alkaloid ryanodine. There are
three isoforms - RyR1-3 (Van Petegem, 2012) that are
expressed in many different cell types. RyR1 is highly
expressed in skeletal muscle, RyR2 in the heart, and
RyR3 in brain neurons. In skeletal muscle RyRs on
the SR are physically coupled to diltydropyridine
receptors on the T-tubules (see Fig. 4.9); this coupling
results in Ca* release following the action potential
in the muscle fibre. In other muscle types RyRs
respond to Ca** that enters the cell through
membrane calcium channels by a mechanism known
as calcium-induced calcium release (CICR).

The functions of IPsRs and RyRs are modulated by a
variety of other intracellular signals (see Berridge et al.,
2003), which affect the magnitude and spatiotemporal pat-
terning of Ca?* signals. Fluorescence imaging techniques

*Clapham (2007) likens these pumps to Sisyphus, condemned endlessly
to push a stone up a hill (also consuming ATP, no doubt), only for it to
roll down again.

have revealed a remarkable level of complexity of Ca*
signals, and much remains to be discovered about the
importance of this patterning in relation to physiological
and pharmacological mechanisms. The Ca** sensitivity of
RyRs is increased by caffeine, causing Ca?* release from
the SR even at resting levels of [Ca®*];. This is used experi-
mentally but rarely happens in humans, because the other
pharmacological effects of caffeine (see Ch. 48) occur at
much lower doses. The blocking effect of dantrolene, a
compound related to ryanodine, is used therapeutically to
relieve muscle spasm in the rare condition of malignant
hyperthermia (see Ch. 41), which is associated with inher-
ited abnormalities in the RyR protein.

A typical [Ca®"] signal resulting from activation of a G
protein-coupled receptor is shown in Figure 4.2. The
response produced in the absence of extracellular Ca**
represents release of intracellular Ca*. The larger and
more prolonged response when extracellular Ca* is
present shows the contribution of SOC-mediated Ca*
entry. The various positive and negative feedback mecha-
nisms that regulate [Ca®]; give rise to a variety of tempo-
ral and spatial oscillatory patterns (Fig. 4.2B) that are
responsible for spontaneous rhythmic activity in smooth
muscle and nerve cells (see Berridge, 2009).

OTHER SECOND MESSENGERS

V¥ Two intracellular metabolites, cyclic ADP-ribose (cADPR) and
nicotinic acid adenine dinucleotide phosphate (NAADP; see Fliegert
et al., 2007), formed from the ubiquitous coenzymes nicotinamide
adenine dinucleotide (NAD) and NAD phosphate, also affect Ca>
signalling. cADPR acts by increasing the sensitivity of RyRs to
Ca?, thus increasing the ‘gain’ of the CICR effect. NAADP releases
Ca* from lysosomes by activating two-pore domain calcium
channels.

Thelevels of these messengers in mammalian cells may be regulated
mainly in response to changes in the metabolic status of the cell,
although the details are not yet clear. Abnormal Ca®* signalling is
involved in many pathophysiological conditions, such as ischaemic
cell death, endocrine disorders and cardiac dysrhythmias, where the
roles of cADPR and NAADP, and their interaction with other mech-
anisms that regulate [Ca"}, are the subject of much current work
(see Morgan et al., 2011).

THE ROLE OF MITOCHONDRIA

¥ Under normal conditions, mitochondria accumulate Ca® passively
as a result of the intramitochondrial potential, which is strongly
negative with respect to the cytosol. This negativity is maintained
by active extrusion of protons, and is lost - thus releasing Ca®* into
the cytosol - if the cell runs short of ATP, for example under condi-
tions of hypoxia. This only happens in extremis, and the resulting
Ca™ release contributes to the cytotoxicity associated with severe
metabolic disturbance. Cell death resulting from brain ischaemia or
coronary ischaemia (see Chs 21 and 40) involves this mechanism,
along with others that contribute to an excessive rise in [Ca®"].

CALMODULIN

Calcium exerts its control over cell functions by virtue of
its ability to regulate the activity of many different pro-
teins, including enzymes (particularly kinases and phos-
phatases), channels, transporters, transcription factors,
synaptic vesicle proteinsand many others either by binding
directly to these proteins or through a Ca*-binding protein
that serves as an intermediate between Ca®* and the regu-
lated functional protein, the best known such binding
protein being the ubiquitous calimodulin (see Clapham,
2007). This regulates at least 40 different functional
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Fig. 4.2 [A] Increase in intracellular free calcium concentration in response to receptor activation. The records were obtained
from a single rat sensory neuron grown in tissue culture. The cells were loaded with the fluorescent Ca?* indicator Fura-2, and the signal
from a single cell monitored with a fluorescence microscope. A brief exposure to the peptide bradykinin, which causes excitation of
sensory neurons (see Ch. 42), causes a transient increase in [Ca?*], from the resting value of about 150 nmol/l. When Ca?* is removed
from the extracellular solution, the bradykinin-induced increase in [Ca®]; is still present but is smaller and briefer. The response in the
absence of extracellular Ca?* represents the release of stored intracellular Ca? resulting from the intracellular production of inositol
trisphosphate. The difference between this and the larger response when Ca®* is present extracellularly is believed to represent Ca?* entry
through store-operated ion channels in the cell membrane. (Figure kindly provided by GM Burgess and A Forbes.) [B] Spontaneous
intracellular calcium oscillations in pacemaker cells from the rabbit urethra that regulate the rhythmic contractions of the smooth
muscle. The signals cease when external Ca? is removed, showing that activation of membrane Ca?* channels is involved in the
mechanism. (From McHale N, Hollywood M, Sargeant G et al. 2006 J Physiol 570, 23-28.)

o) proteins - indeed a powerful fixer. Calmodulin is a dimer,
with four Ca* binding sites. When all are occupied, it
undergoes a conformational change, exposing a ‘sticky’
hydrophobic domain that lures many proteins into asso-
ciation, thereby affecting their functional properties.

Calcium regulation

Intracellular Ca?* concentration, [Ca?*], is critically

important as a regulator of cell function.

e Intracellular Ca® is determined by (a) Ca?* entry; (b)
Ca? extrusion; and (c) Ca?* exchange between the
cytosol, endoplasmic or sarcoplasmic reticulum (ER,
SR), lysosomes and mitochondria.

EXCITATION

Calcium entry occurs by various routes, including
voltage- and ligand-gated calcium channels and
Na*-Ca?* exchange.

Calcium extrusion depends mainly on an ATP-driven
Ca? pump.

e Calcium ions are actively taken up and stored by the

ER/SR, from which they are released in response to
various stimuli.

Calcium ions are released from ER/SR stores by (a)
the second messenger |P; acting on IP; receptors;
or (b) increased [Ca?'} itself acting on ryanodine
receptors, a mechanism known as Ca?*-induced Ca
release.

Other second messengers, cyclic ADP ribose and
nicotinic acid dinucleotide phosphate, also promote
the release of Ca?* from Ca®* stores.

Depletion of ER/SR Ca?* stores promotes Ca?* entry
through the plasma membrane, via store-operated
channels.

e Calcium ions affect many aspects of cell function by

binding to proteins such as calmodulin, which in turn
bind other proteins and regulate their function.

Excitability describes the ability of a cell to show a regen-
erative all-or-nothing electrical response to depolarisation
of its membrane, this membrane response being known
as an action potential. It is a characteristic of most neurons
and muscle cells (including skeletal, cardiac and smooth
muscle) and of many endocrine gland cells. In neurons
and muscle cells, the ability of the action potential, once
initiated, to propagate to all parts of the cell membrane,
and often to spread to neighbouring cells, explains the
importance of membrane excitation in intra- and intercel-
lular signalling. In the nervous system, and in skeletal
muscle, action potential propagation is the mechanism
responsible for communication over long distances at
high speed, indispensable for large, fast-moving crea-
tures. In cardiac and smooth muscle, as well as in some
central neurons, spontaneous rhythmic activity occurs. In
gland cells, the action potential, where it occurs, serves to
amplify the signal that causes the cell to secrete. In each
type of tissue, the properties of the excitation process
reflect the special characteristics of the ion channels that
underlie the process. The molecular nature of ion chan-
nels, and their importance as drug targets, is considered
in Chapter 3; here we discuss the cellular processes that
depend primarily on ion channel function. For more
detail, see Hille (2001).
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THE ‘RESTING’ CELL

The resting cell is not resting at all but very busy control-
ling the state of its interior, and it requires a continuous
supply of energy to do so. In relation to the topics dis-
cussed in this chapter, the following characteristics are
especially important:

* membrane potential

e permeability of the plasma membrane to different
ions

* intracellular ion concentrations, especially [Ca*].

Under resting conditions, all cells maintain a negative
internal potential between about -30 mV and -80 mV,
depending on the cell type. This arises because (a) the
membrane is relatively impermeable to Na*, and (b) Na*
ions are actively extruded from the cell in exchange for K*
ions by an energy-dependent transporter, the Na* pump
(or Na*-K*-ATPase). The result is that the intracellular K*
concentration, [K*],, is higher, and [Na*}]; is lower, than
the respective extracellular concentrations. In many cells,
other ions, particularly CI’, are also actively transported
and unequally distributed across the membrane. In many
cases (e.g. in neurons), the membrane permeability to K*
is relatively high, and the membrane potential settles at a
value of —60 to —80 mV, close to the equilibrium potential
for K* (Fig. 4.3). In other cells (e.g. smooth muscle), anions
play a larger part, and the membrane potential is gener-
ally lower (=30 to ~50 mV) and less dependent on K.

ELECTRICAL AND IONIC EVENTS UNDERLYING
THE ACTION POTENTIAL

Our present understanding of electrical excitability rests
firmly on the work of Hodgkin, Huxley and Katz on
squid axons, published in 1949-1952. Their experiments
(see Katz, 1966) revealed the existence of voltage-gated
ion channels (see p. 57-60) and showed that the action
potential is generated by the interplay of two processes:

1. a rapid, transient increase in Na* permeability that
occurs when the membrane is depolarised beyond
about —50 mV

2. a slower, sustained increase in K* permeability.

Because of the inequality of Na* and K* concentrations on
the two sides of the membrane, an increase in Na' perime-
ability causes an inward (depolarising) current of Na’
ions, whereas an increase in K* permeability causes an
outward (repolarising) current. The separability of these
two currents can be most clearly demonstrated by the use
of drugs blocking sodium and potassium channels, as
shown in Figure 4.4. During the physiological initiation
or propagation of a nerve impulse, the first event is a small
depolarisation of the membrane, produced either by
transmitter action or by the approach of an action poten-
tial passing along the axon. This opens sodium channels,
allowing an inward current of Na* ions to flow, which
depolarises the membrane still further. The process is thus
a regenerative one, and the increase in Na* permeability
is enough to bring the membrane potential close to Ey,.
The increased Na* conductance is transient, because the
channels inactivate rapidly and the membrane returns to
its resting state.

In many types of cell, including most nerve cells, repo-
larisation is assisted by the opening of voltage-dependent
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Fig. 4.3 Simplified diagram showing the ionic balance of
a typical ‘resting’ cell. The main transport mechanisms that
maintain the ionic gradients across the plasma membrane are
the ATP-driven Na*-K* and Ca?* pumps and the Na‘*-Ca?*
exchange transporter. The membrane is relatively permeable
to K*, because some types of potassium channel are open
at rest, but impermeable to other cations. The unequal ion
concentrations on either side of the membrane give rise to the
‘equilibrium potentials’ shown. The resting membrane potential,
typically about -60 mV but differing between different cell types,
is determined by the equilibrium potentials and the
permeabilities of the various ions involved, and by the
‘electrogenic’ effect of the transporters. For simplicity, anions
and other ions, such as protons, are not shown, although these
play an important role in many cell types.
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Fig. 4.4 Separation of sodium and potassium currents in
the nerve membrane. Voltage clamp records from the node of
Ranvier of a single frog nerve fibre. At time 0O, the membrane
potential was stepped to a depolarised level, ranging from

-60 mV (lower trace in each series) to +60 mV (upper trace in
each series) in 15-mV steps. [A] [B] Control records from two
fibres. (C] Effect of tetrodotoxin (TTX), which abolishes Na*
currents. [D] Effect of tetraethylammonium (TEA), which
abolishes K* currents. (From Hille B 1970. lonic channels in
nerve membranes. Prog Biophys Mol Biol 21, 1-32.)
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Fig. 4.5 Behaviour of sodium and potassium channels
during a conducted action potential. Rapid opening of
sodium channels occurs during the action potential upstroke.
Delayed opening of potassium channels, and inactivation of
sodium channels, causes repolarisation. £, membrane

potential; gna Gk, Membrane conductance to Na*, K*.

K* channels. These function in much the same way as
sodium channels, but their activation kinetics are about
10 times slower and they do not inactivate appreciably.
This means that the potassium channels open later than
the sodium channels, and contribute to the rapid termina-
tion of the action potential. The behaviour of the sodium
and potassium channels during an action potential is
shown in Figure 4.5.

The foregoing account, based on Hodgkin and Huxley’s
work 60 years ago, involves only Na* and K* channels.
Subsequently (see Hille, 2001), voltage-gated calcium
channels (see Fig. 4.1) were discovered. These function in
basically the same way as sodium channels if on a slightly
slower timescale; they contribute to action potential gen-
eration in many cells, particularly cardiac and smooth
muscle cells, but also in neurons and secretory cells. Ca*
entry through voltage-gated calcium channels plays a key
role in intracellular signalling, as described on p. 50-54.

CHANNEL FUNCTION

The discharge patterns of excitable cells vary greatly. Skel-
etal muscle fibres are quiescent unless stimulated by the
arrival of a nerve impulse at the neuromuscular junction.
Cardiac muscle fibres discharge spontaneously at a
regular rate (see Ch. 21). Neurons may be normally silent,
or they may discharge spontaneously, either regularly or
in bursts; smooth muscle cells show a similar variety of
firing patterns. The frequency at which different cells nor-
mally discharge action potentials also varies greatly, from
100 Hz or more for fast-conducting neurons, down to
about 1 Hz for cardiac muscle cells. These very pro-
nounced functional variations reflect the different charac-
teristics of the ion chamnnels expressed in different cell
types. Rhythmic fluctuations of [Ca*]i underlie the dis-
tinct firing patterns that occur in different types of cell (see
Berridge, 2009).

Drugs that alter channel characteristics, either by
interacting directly with the channel itself or indirectly
through second messengers, affect the function of many
organ systems, including the nervous, cardiovascular,
endocrine, respiratory and reproductive systems, and
are a frequent theme in this book. Here we describe

some of the key mechanisms involved in the regulation of
excitable cells.

In general, action potentials are initiated by membrane
currents that cause depolarisation of the cell. These cur-
rents may be produced by synaptic activity, by an action
potential approaching from another part of the cell, by a
sensory stimulus or by spontaneous pacemaker activity.
The tendency of such currents to initiate an action poten-
tial is governed by the excitability of the cell, which depends
mainly on the state of (a) the voltage-gated sodium and/
or calcium channels, and (b) the potassium channels of the
resting membrane. Anything that increases the number of
available sodium or calcium channels, or reduces their
activation threshold, will tend to increase excitability,
whereas increasing the resting K* conductance reduces it.
Agents that do the reverse, by blocking chainnels or inter-
fering with their opening, will have the opposite effect.
Some examples are shown in Figures 4.6 and 4.7. Inherited
mutations of channel proteins are responsible for a wide
variety of (mostly rare) neurological and other genetic
disorders (see Ashcroft, 2000, 2006).

USE DEPENDENCE AND VOLTAGE DEPENDENCE

V Voltage-gated channels can exist in three functional states
(Fig. 4.8): resting (the closed state that prevails at the normal resting
potential), activated (the open state favoured by brief depolarisation)
and inactivated (the blocked state resulting from a trap door-like
occlusion of the open channel by a floppy intracellular appendage
of the channel protein). After the action potential has passed, many
sodium channels are in the inactivated state; after the membrane
potential returns to its resting value, the inactivated channels take
time to revert to the resting state and thus become available for
activation once more. In the meantime, the membrane is temporarily
refractory. Each action potential causes the channels to cycle through
these states. The duration of the refractory period determines the
maximum frequency at which action potentials can occur. Drugs
that block sodium channels, such as local anaesthetics (Ch. 43),
antidysrhythmic drugs (Ch. 21) and antiepileptic drugs (Ch. 45),
commonly show a selective affinity for one or other of these func-
tional states of the channel, and in their presence the proportion of
channels in the high-affinity state is increased. Of particular impor-
tance are drugs that bind most strongly to the inactivated state of
the channel and thus favour the adoption of this state, thus prolong-
ing the refractory period and reducing the maximum frequency at
which action potentials can be generated. This type of block is called
use dependent, because the binding of such drugs increases as a func-
tion of the rate of action potential discharge, which governs the rate
at which inactivated - and therefore drug-sensitive - channels are
generated. This is important for some antidysrhythmic drugs (see
Ch. 21) and for antiepileptic drugs (Ch. 45), because high-frequency
discharges can be inhibited without affecting excitability at normal
frequencies. Drugs that readily block sodium channels in their
resting state (e.g. local anaesthetics, Ch. 43) prevent excitation at low
as well as high frequencies.

Most sodium channel-blocking drugs are cationic at physiological
pH and are therefore affected by the voltage gradient across the cell
membrane. They block the channel from the inside, so that their
blocking action is favoured by depolarisation. This phenomenon,
known as voltage dependence, is also of relevance to the action of
antidysrhythimic and antiepileptic drugs, because the cells that are
the seat of dysrhythmias or seizure activity are generally somewhat
depolarised and therefore more strongly blocked than "healthy” cells.
Similar considerations apply also to drugs that block potassium or
calcium channels, but we know less about the importance of use and
voltage dependence for these than we do for sodium channels.

SODIUM CHANNELS

In most excitable cells, the regenerative inward current
that initiates the action potential results from activation of
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Fig. 4.6

lon channels associated with excitatory and inhibitory membrane effects, and some of the drugs and other ligands

that affect them. Channel openers are shown in green boxes, blocking agents and inhibitors in pink boxes. Hyperpolarisation-activated
Na*/K* channels are known as hyperpolarisation-activated, cyclic nucleotide-gated channels (HCNs); H* activated channels are known as

acid-sensing ion channels (ASICs). GPCR, G protein-coupled receptor.

voltage-gated sodium channels. The early voltage clamp
studies by Hodgkin and Huxley on the squid giant axon,
described on p. 55, revealed the essential functional
properties of these channels. Later, advantage was taken
of the potent and highly selective blocking action of
tetrodotoxin (TTX, see Ch. 43) to label and purify the

channel proteins, and subsequently to clone them. Sodium
channels consist of a central, pore forming o subunit
(shown in Fig. 3.20) and two auxiliary B subunits.
Nine a-subunits (Nay1.1 through Nay1.9) and four [ sub-
units have been identified in mammals. The o subunits
contain four similar domains each comprising six
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Fig. 4.7 Sites of action of drugs and toxins that affect
channels involved in action potential generation. Many other
mediators affect these channels indirectly via membrane
receptors, through phosphorylation or altered expression. STX,
saxitoxin; TTX, tetrodotoxin.

membrane-spanning helices (reviewed by Catterall, 2000).
One of these helices, S4, contains several basic amino acids
and forms the voltage sensor, and moves outwards, thus
opening the channel, when the membrane is depolarised.
One of the intracellular loops is designed to swing across
and block the channel when 54 is displaced, thus inacti-
vating the channel.

It was known from physiological studies that the
sodium channels of heart and skeletal muscle differ in
various ways from those of neurons. In particular, cardiac
sodium channels (and also those of some sensory neurons)
are relatively insensitive to TTX, and slower in their kinet-
ics, compared with most neuronal sodium channels.
This is explained by the relative insensitivity of some o
subunits (Na,1.5, Na,1.8 and Na,19) to tetrodotoxin.
Changes in the level of expression of some sodium channel
subunits is thought to underlie the hyperexcitability of
sensory neurons in different types of neuropathic pain
(see Ch. 42).

In addition to channel-blocking compounds such as
tetrodotoxin, other compounds affect sodium channel
gating. For example, the plant alkaloid veratridine and the
frog skin poison batrachotoxin cause persistent activation,
while various scorpion toxins prevent inactivation, mech-
anisms resulting in enhanced neuronal excitability.

POTASSIUM CHANNELS

In a typical resting cell (see p. 55, Fig. 4.3), the membrane
is selectively permeable to K*, and the membrane potential

(A)
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depolarisation :
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Inactivated
— Inactivating
particle
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tw—— Blocking
"\ drug
|
\/

F‘:’! ‘.:HIA“"
i

-)M

\\ \

| Fig. 4.8 Resting, activated and inactivated states of

| voltage-gated channels, exemplified by the sodium
channel. [A] Membrane depolarisation causes a rapid transition
from the resting (closed) state to the open state. The
inactivating particle (part of the intracellular domain of the
channel protein) is then able to block the channel. With
prolonged depolarization, below the threshold for opening,
channels can go directly from resting to inactivated without
opening. [B] Some blocking drugs (such as tetrodotoxin) block
the channel from the outside, like a plug, whereas others (such
as local anaesthetics and antiepileptic drugs) enter from the
inside of the cell and often show preference for the open or
inactivated states, and thus affect the kinetic behaviour of the
channels, with implications for their clinical application.

(about —60 mV) is somewhat positive to the K* equilib-
rium (about =90 mV). This resting permeability comes
about because some potassium channels are open. If more
potassium channels open, the membrane hyperpolarises
and the cell is inhibited, whereas the opposite happens if
potassium channels close. As well as affecting excitability
in this way, potassium channels also play an important
role in regulating the duration of the action potential and
the temporal patterning of action potential discharges;
altogether, these channels play a central role in regulating
cell function. As mentioned in Chapter 3, the number and
variety of potassium chamnel subtypes is extraordinary,
implying that evolution has been driven by the scope for
biological advantage to be gained from subtle variations
in the functional properties of these channels. A recent
résumé lists over 60 different pore-forming subunits,
plus another 20 or so auxiliary subunits. An impressive
evolutionary display, maybe, but hard going for most of
us. Here we outline the main types that are known to
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Table 4.2 Types and functions of K* channels

Structural
class?®

Functional
subtypes®

Functions

Drug effects

Notes

Voltage-gated
(6T, 1P)

Voltage-gated
K* channels

Action potential
repolarisation

Limits maximum
firing frequency

Blocked by tetraethylammonium,
4-aminopyridine

Certain subtypes blocked by
dendrotoxins (from mamba snake
venom)

Subtypes in the heart
include HERG and LQT
channels, which are
involved in congenital
and drug-induced
dysrhythmias

Other subtypes may be
involved in inherited
forms of epilepsy

Ca*-activated

Inhibition following

Certain subtypes blocked by

Important in many

K* channels stimuli which apamin (from bee venom), and excitable tissues to limit
increase [Ca*), charybdotoxin (from scorpion repetitive discharges,
venom) also in secretory cells
Inward rectifying G protein- Mediate effects of GPCR agonists and antagonists Other inward rectifying
2T, 1P) activated many GPCRs which Some are blocked by tertiapin K* channels important

cause inhibition by
increasing K*
conductance

(from honey bee venom)

in kidney

ATP-sensitive

Found in many cells
Channels open when
[ATP] is low, causing
inhibition

Important in control
of insulin secretion

Association of one subtype with
the sulfonylurea receptor (SUR)
results in modulation by
sulfonylureas (e.g. glibenclamide)
which close channel, and by K*
channel openers (e.g. diazoxide,
minoxidil) which relax smooth
muscle

Two-pore Several Most are voltage- Certain subtypes are activated by The nomenclature is
domain (4T, 2P) subtypes insensitive; some are volatile anaesthetics (e.g. misleading, especially
identified (TWIK, normally open and isoflurane) when they are
TRAAK, TREK, contribute to the No selective blocking agents incorrectly referred to
TASK, etc.) ‘resting’ K* Modulation by GPCR agonists and as two-pore channels
conductance antagonists

Modulated by GPCRs

GPCR, G protein-coupled receptor.
2K* channel structures (see Fig 3.20) are defined according to the number of transmembrane helices (T) and the number of
pore-forming loops (P) in each a subunit. Functional channels contain several subunits (often four) which may be identical or

different, and they are often associated with accessory () subunits.
bWithin each functional subtype, several molecular variants have been identified, often restricted to particular cells and tissues. The
physiological and pharmacological significance of this heterogeneity is not yet understood.

be important pharmacologically. For more details, and * Voltage-gated potassiunm channels, which possess six membrane-
information on potassium channels and the various drugs spanning helices, one of which serves as the voltage sensor,
and toxins that affect them, see Shieh et al. (2000), Jenkin- causing the channel to open when the membrane is depolarised.
son (2006), Alexander et al. (2013) Included in this group are channels of the shaker family, account-
¥ Potassium channels fall into three main classes (Table 4.2),* of img fgr mast gf Shavalizge-gatad K* currflwts farniliar to.clecre-
which the structures are shown in Figure 3.20 ’ physiologists, and others such as Ca*-activated potassium
‘ & S channels and two subtypes that are important in the heart, HERG
and LQT channels. Many of these channels are blocked by drugs
such as tetraethylammonium and 4-aminopyridine.
*Potassium channel terminology is confusing, to put it mildly. e Imwoardly rectifying potassiun channels, so called because they allow
Electrophysiologists have named K* currents prosaically on the basis of K* to passinwards much more readily than outwards. Thesehave
their functional properties (kvs ecar Tk Ikins etc.); geneticists have two membrane-spanning helices and a single pore-forming loop
named genes somewhat fancifully according to the phenotypes (P loop). These channels are regulated by interaction with G
associated with mutations (shaker, ether-a-go-go, etc.), while molecular o Ps‘(see Ch. 3) and e1'1tegthe ) h'b}'/to offocts 6F ma
biologists have introduced a rational but unmemorable nomenclature PI® 'm . . an. T QU8 . many
on the basis of sequence data (KCNK, KCNQ, etc., with numerical agonists acting on G pr oteml-couplec'i receptors. Certain bYRESare
suffixes). The rest of us have to make what we can of the unlovely important in the heart, particularly in regulating the duration of
the cardiac action potential (Ch. 21); others are the target for the

jargon of labels such as HERG (which - don't blink - stands for Human
Ether-a-go-go Related Gene), TWIK, TREK and TASK. action of sulfonylureas (antidiabetic drugs that stimulate insulin
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secretion by blocking them; see Ch.31) and smooth muscle relax-
ant drugs, such as minoxidil and diazoxide, which open them
(see Ch. 22).

e Two-pore domain potassium channels, with four helices and two P
loops (see review by Goldstein et al., 2001). These show outward
rectification and therefore exert a strong repolarising influence,
opposing any tendency to excitation. They may contribute to the
resting K* conductance in many cells, and are susceptible to regu-
lation via G proteins; certain subtypes have been implicated in
the action of volatile anaesthetics such as isoflurane (Ch. 41).

Inherited abnormalities of potassium channels (chan-
nelopathies) contribute to a rapidly growing number of
cardiac, neurological and other diseases. These include
the long QT syndrome associated with mutations in cardiac
voltage-gated potassium channels, causing episodes of
ventricular arrest that can result in sudden death. Drug-
induced prolongation of the QT interval is an unwanted
side effect. Nowadays new drugs are screened for this
property at an early stage in the development process (see
Ch. 60). Certain familial types of deafness and epilepsy
are associated with mutations in voltage-gated potassium
channels (Ashcroft, 2000, 2006).

lon channels and electrical
excitability

e Excitable cells generate an all-or-nothing action
potential in response to membrane depolarisation.
This occurs in most neurons and muscle cells, and
also in some gland cells. The ionic basis and time
course of the response varies between tissues.

The regenerative response results from the
depolarising current associated with opening of
voltage-gated cation channels (mainly Na* and Ca?).
It is terminated by inactivation of these channels
accompanied by opening of K* channels.

These voltage-gated channels exist in many molecular
varieties, with specific functions in different types of
cell.

The membrane of the ‘resting’ cell is relatively
permeable to K* but impermeable to Na* and Ca?*.
Drugs or mediators that open K* channels reduce
membrane excitability, as do inhibitors of Na* or Ca?*
channel function. Blocking K* channels or activating
Na* or Ca® channels increases excitability.

Cardiac muscle cells, some neurons and some
smooth muscle cells generate spontaneous action
potentials whose amplitude, rate and rhythm is
affected by drugs that affect ion channel function.

MUSCLE CONTRACTION

Effects of drugs on the contractile machinery of smooth
muscle are the basis of many therapeutic applications,
for smooth muscle is an important component of most
physiological systems, including blood vessels and
the gastrointestinal, respiratory and urinary tracts. For
many decades, smooth muscle pharmacology with its
trademark teclhinology - the isolated organ bath - held the

centre of the pharmacological stage, and neither the
subject nor the technology shows any sign of flagging,
even though the stage has become much more crowded.
Cardiac and skeletal muscle contractility are also the
targets of important drug effects.

Although in each case the basic molecular basis of con-
traction is similar, namely an interaction between actin
and myosin, fuelled by ATP and initiated by an increase
in [Ca*'], there are differences between these three kinds
of muscle that account for their different responsiveness
to drugs and chemical mediators.

These differences (Fig. 4.9) involve (a) the linkage
between membrane events and increase in [Ca*}, and (b)
the mechanism by which [Ca*}; regulates contraction.

SKELETAL MUSCLE

Skeletal muscle possesses an array of transverse T-tubules
extending into the cell from the plasma membrane. The
action potential of the plasma membrane depends on
voltage-gated sodium channels, as in most nerve
cells, and propagates rapidly from its site of origin,
the motor endplate (see Ch. 13), to the rest of the fibre.
The T-tubule membrane contains voltage-gated calcium
channels termed dihydropyridine receptors (DHPRs),* that
respond to membrane depolarisation conducted passively
along the T-tubule when the plasma membrane is invaded
by an action potential. DHPRs are located extremely close
to ryanodine receptors (RyRs; see Ch. 3) in the adjacent
SR membrane, and activation of these RyRs causes release
of Ca** from the SR. Direct coupling between the DHPRs
of the T-tubule and the RyRs of the SR (as shown in
Fig. 49) causes the opening of the RyRs on membrane
depolarisation. Through this link, depolarisation rapidly
activates the RyRs, releasing a short puff of Ca* from the
SR into the sarcoplasm. The Ca* binds to troponin, a
protein that normally blocks the interaction between actin
and myosin. When Ca?* binds, troponin moves out of the
way and allows the contractile machinery to operate. Ca*
release is rapid and brief, and the muscle responds with a
short-lasting “twitch” response. This is a relatively fast and
direct mechanism compared with the arrangement in
cardiac and smooth muscle (see below), and consequently
less susceptible to pharmacological modulation.

CARDIAC MUSCLE

Cardiac muscle (see review by Bers, 2002) differs from
skeletal muscle in several important respects. The nature
of the cardiac action potential, the ionic mechanisms
underlying its inherent rhythmicity and the effects of
drugs on the rate and rhythm of the heart are described
in Chapter 21. The cardiac action potential varies in its
configuration in different parts of the heart, but com-
monly shows a “plateau’ lasting several hundred millisec-
onds following the initial rapid depolarisation. T-tubules
in cardiac muscle contain L-type calcium channels, which
open during this plateau and allow Ca* to enter. This Ca**
entry acts on RyRs (a different molecular type from those
of skeletal muscle) to release Ca** from the SR (Fig. 4.9).

*Although these are, to all intents and purposes, just a form of L-type
calcium channel the term dihydropyridine receptor (DHPR) is used to
reflect that they are not identical to the L-type channels in neurons and
cardiac muscle.
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Fig. 4.9 Comparison of excitation—contraction coupling in [A] skeletal muscle, [B] cardiac muscle and [C] smooth muscle.

Skeletal and cardiac muscle differ mainly in the mechanism by which membrane depolarisation is coupled to Ca?* release. The calcium
channel (CaC) and ryanodine receptor (RyR) are very closely positioned in both types of muscle. In cardiac muscle, Ca?* entry via
voltage-gated calcium channels initiates Ca?* release through activation of the Ca?*-sensitive RyRs whereas in skeletal muscle, the
sarcolemmal calcium channels activate the ryanodine receptors through a voltage-dependent physical interaction. The control of

intracellular Ca?* in smooth muscle cells may vary depending upon the type of smooth muscle. In general terms, smooth muscle g
| contraction is largely dependent upon inositol trisphosphate (IPs)-induced Ca?* release from SR stores through IP; receptors (IPR). fi
Smooth muscle contraction can also be produced either by Ca?* entry through voltage- or ligand-gated calcium channels. The mechanism
by which Ca?" activates contraction is different, and operates more slowly, in smooth muscle compared with in skeletal or cardiac muscle.
CaC, calcium channel; CaM, calmodulin; GPCR, G protein-coupled receptor; MLCK, myosin light-chain kinase; NaC, voltage-gated

sodium channel; RyR, ryanodine receptor; SR, sarcoplasmic reticulum.

With minor differences, the subsequent mechanism by
which Ca?" activates the contractile machinery is the same
as in skeletal muscle. Ca*-induced Ca* release via RyRs
may play a role in some forms of cardiac arrhythmia. It
has been suggested that the antidysrhythmic effects of
flecainide and [ blockers may be due, in part, to their
ability to reduce this release. Mutations of RyRs are

implicated in various disorders of skeletal and cardiac
muscle function (see Priori & Napolitano, 2005).

SMOOTH MUSCLE

The properties of smooth muscle vary considerably in
different organs, and the mechanisms linking membrane
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Fig. 4.10 Mechanisms controlling smooth muscle contraction and relaxation. 1. G protein-coupled receptors for excitatory
agonists, mainly regulating inositol trisphosphate formation and calcium channel function. 2. Voltage-gated calcium channels. 3. P2X
receptor for ATP (ligand-gated cation channel). 4. Potassium channels. 5. G protein-coupled receptors for inhibitory agonists, mainly
regulating cAMP formation and potassium and calcium channel function. 6. Receptor for atrial natriuretic peptide (ANP), coupled directly to
guanylyl cyclase (GC). 7. Soluble guanylyl cyclase, activated by nitric oxide (NO). 8. Phosphodiesterase (PDE), the main route of
inactivation of CAMP and cGMP. AC, adenylyl cyclase; PKA, protein kinase A; PKG, protein kinase G; PLC, phospholipase C.

events and contraction are correspondingly variable and
more complex than in other kinds of muscle. Spontaneous
rhythmic activity occurs in many organs, by mechanisms
producing oscillations of [Ca*]; (see Berridge, 2009). The
action potential of smooth muscle is generally a rather
lazy and vague affair compared with the more military
behaviour of skeletal and cardiac muscle, and it propa-
gates through the tissue much more slowly and uncer-
tainly. The action potential is, in most cases, generated by
L-type calcium channels rather than by voltage-gated
sodium channels, and this is one important route of @a
entry. In addition, many smooth muscle cells possess P2X
receptors, ligand-gated cation channels, which allow Ca*
entry when activated by ATP released from autonomic
nerves (see Ch. 12). Smooth muscle cells also store Ca* in
the ER, from which it can be released when the IP5;R is
activated (see Ch. 3). IP; is generated by activation of
many types of G protein-coupled receptor. Thus, in con-
trast to skeletal and cardiac muscle, Ca* release and con-
traction can occur in smooth muscle when such receptors
are activated without necessarily involving depolarisation
and Ca> entry through the plasma membrane. RyRs are
also present in many smooth muscle cells and calcium-
induced Ca* release via these channels may play a role
in generating muscle contraction (Fig. 4.9) or couple
to plasma membrane calcium-activated K* channels to

regulate membrane potential and thereby Ca* entry
through voltage-gated calcium channels (Fig. 4.10).

The contractile machinery of smooth muscle is acti-
vated when the myosin light chain undergoes phosphoryla-
tion, causing it to become detached from the actin
filaments. This phosphorylation is catalysed by a kinase,
myosin light-chain kinase (MLCK), which is activated
when it binds to Ca**~calmodulin (see p. 61, Fig. 4.9). A
second enzyme, niyosin phosphatase, reverses the phospho-
rylation and causes relaxation. The activity of MLCK and
myosin phosphatase thus exerts a balanced effect, pro-
moting contraction and relaxation, respectively. Both
enzymes are regulated by cyclic nucleotides (cAMP and
cGMP; see Ch. 3), and many drugs that cause smooth
muscle contraction or relaxation mediated through G
protein-coupled receptors or through guanylyl cyclase-
linked receptors act in this way. Figure 4.10 summarises
the main mechanisms by which drugs control smooth
muscle contraction. The complexity of these control mech-
anisms and interactions explains why pharmacologists
have been entranced for so long by smooth muscle. Many
therapeutic drugs work by contracting or relaxing smooth
muscle, particularly those affecting the cardiovascular,
respiratory and gastrointestinal systems, as discussed in
later chapters, where details of specific drugs and their
physiological effects are given.
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s
Muscle contraction Cd "
e Muscle contraction occurs in response to a rise in
(Ca™).

In skeletal muscle, depolarisation causes rapid Ca®
release from the sarcoplasmic reticulum (SR); in
cardiac muscle, Ca** enters through voltage-gated
channels, and this initial entry triggers further release
from the SR; in smooth muscle, the Ca®* signal is due
partly to Ca®* entry and partly to IP;-mediated release
from the SR.

In smooth muscle, contraction can occur without
action potentials, for example when agonists at G
protein-coupled receptors lead to IP; formation.
Activation of the contractile machinery in smooth
muscle involves phosphorylation of the myosin light
chain, a mechanism that is regulated by a variety of
second messenger systems.

RELEASE OF CHEMICAL MEDIATORS

Much of pharmacology is based on interference with the
body’s own chemical mediators, particularly neurotrans-
mitters, hormones and inflammatory mediators. Here we
discuss some of the common mechanisms involved in the
release of such mediators, and it will come as no surprise
that Ca® plays a central role. Drugs and other agents that
affect the various control mechanisms that regulate [Ca*];
will therefore also affect mediatorrelease, and this accounts
for many of the physiological effects that they produce.

Chemical mediators that are released from cells fall into
two main groups (Fig. 4.11):

* Mediators that are preformed and packaged in
storage vesicles - sometimes called storage granules
- from which they are released by exocytosis. This
large group comprises all the conventional
neurotransmitters and neuromodulators (see Chs 12
and 36), and many hormones. It also includes
secreted proteins such as cytokines and various
growth factors (Ch. 18).

* Mediators that are produced on demand and are
released by diffusion or by membrane carriers.”
This group includes nitric oxide (Ch. 20) and many
lipid mediators (e.g. prostanoids, Ch. 17) and
endocannabinoids (Ch. 19), which are released from
the postsynaptic cell to act retrogradely on nerve
terminals.

Calcium ions play a key role in both cases, because a rise
in [Ca]; initiates exocytosis and is also the main activator
of the enzymes responsible for the synthesis of diffusible
mediators.

In addition to mediators that are released from cells,
some are formed from precursors in the plasma, two
important examples being kinins (Ch. 18) and angiotensin
(Ch. 22), which are peptides produced by protease-
mediated cleavage of circulating proteins.

Carrier-mediated release can also occur with neurotransmitters that are
stored in vesicles but is quantitatively less significant than exocytosis
(see Ch. 13).
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Fig. 4.11 Role of exocytosis, carrier-mediated transport

and diffusion in mediator release. The main mechanism of
release of monoamine and peptide mediators is Ca?*-mediated
exocytosis, but carrier-mediated release from the cytosol also
occurs. T represents a typical amine transmitter, such as
noradrenaline (norepinephrine) or 5-hydroxytryptamine. Nitric
oxide (NO) and prostaglandins (PGs) are released by diffusion
as soon as they are formed, from arginine (Arg) and arachidonic
acid (AA), respectively, through the action of Ca*-activated
enzymes, nitric oxide synthase (NOS) and phospholipase A,
(PLA,) (see Chs 17 and 20 for more details).

EXOCYTOSIS

Exocytosis, occurring in response to an increase of [Ca®J;,
is the principal mechanism of transmitter release (see
Fig. 4.11) in the peripheral and central nervous systems,
as well as in endocrine cells and mast cells. The secretion
of enzymes and other proteins by gastrointestinal and
exocrine glands and by vascular endothelial cells is also
basically similar. Exocytosis (see Burgoyne & Morgan,
2002) involves fusion between the membrane of synaptic
vesicles and the inner surface of the plasma membrane.
The vesicles are preloaded with stored transmitter, and
release occurs in discrete packets, or quanta, each repre-
senting the contents of a single vesicle. The first evidence
for this came from the work of Katz and his colleagues in
the 1950s, who recorded spontaneous ‘miniature endplate
potentials’ at the frog neuromuscular junction, and
showed that each resulted from the spontaneous release
of a packet of the transmitter, acetylcholine. They also
showed that release evoked by nerve stimulation occurred
by the synchronous release of several hundred such
quanta, and was highly dependent on the presence of
Ca™ in the bathing solution. Unequivocal evidence that
the quanta represented vesicles releasing their contents
by exocytosis came from electron microscopic studies,
in which the tissue was rapidly frozen in mid-release,
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revealing vesicles in the process of extrusion, and from
elegant electrophysiological measurements showing that
membrane capacitance (reflecting the area of the presyn-
aptic membrane) increased in a stepwise way as each
vesicle fused, and then gradually returned as the vesicle
membrane was recovered from the surface. There is also
biochemical evidence showing that, in addition to the
transmitter, other constituents of the vesicles are released
at the same time.
¥ In nerve terminals specialised for fast synaptic transmission, Ca**
enters through voltage-gated calcium channels, mainly of the N and
P/Qtype (see p.52, Table 4.1), and the synaptic vesicles are 'docked’
at active zones - specialised regions of the presynaptic membrane
from which exocytosis occurs, situated close to the relevant calcium
channels and opposite receptor-rich zones of the postsynaptic mem-
brane. Elsewhere, where speed is less critical, Ca?* may come from
intracellular stores, and the spatial organisation of active zones is
less clear. It is common for secretory cells, including neurons, to
release more than one mediator (for example, a ‘fast’ transmitter
such as glutamate and a ‘slow’ transmitter such as a neuropeptide)
from different vesicle pools (see Ch. 12). The fast transmitter vesicles
are located close to active zones, while the slow transmitter vesicles
are further away. Release of the fast transmitter, because of the tight
spatial organisation, occurs as soon as the neighbouring calcium
channels open, before the Ca® has a chance to diffuse throughout
the terminal, whereas release of the slow transmitter requires the
Ca** to diffuse more widely. As a result, release of fast transmitters
occurs impulse by impulse, even at low stimulation frequencies,
whereas release of slow transmitters builds up only at higher stimu-
lation frequencies. The release rates of the two therefore depend
critically on the frequency and patterning of firing of the presynaptic
neuron (Fig. 4.12). In non-excitable cells (e.g. most exocrine and
endocrine glands), the slow mechanism predominates and is acti-
vated mainly by Ca** release from intracellular stores.

Calcium causes exocytosis by binding to the vesicle-bound protein
synaptotagmin, and this favours association between a second
vesicle-bound protein, synaptobrevin, and a related protein, synapto-
taxin, on the inner surface of the plasma membrane. This association
brings the vesicle membrane into close apposition with the plasma
membrane, causing membrane fusion. This group of proteins,
known collectively as SNAREs, plays a key role in exocytosis.

Fast transmitter Brief localised Brief localised

(e.g. glutamate) pulses pulses

Slow transmitter No release Slow diffuse build-up
(e.g. neuropeptide) and decay

Low-frequency High-frequency
impulses impulses

Fig. 4.12 Time course and frequency dependence of the
release of ‘fast’ and ‘slow’ transmitters. Fast transmitters
(e.g. glutamate) are stored in synaptic vesicles that are ‘docked’
close to voltage-gated calcium channels in the membrane of
the nerve terminal, and are released in a short burst when the
membrane is depolarised (e.g. by an action potential). Slow
transmitters (e.g. neuropeptides) are stored in separate vesicles
further from the membrane. Release is slower, because they
must first migrate to the membrane, and occurs only when

[Ca?"] builds up sufficiently.

Having undergone exocytosis, the empty vesicle® is recaptured by
endocytosis and returns to the interior of the terminal, where it fuses
with the larger endosomal membrane. The endosome buds off
new vesicles, which take up transmitter from the cytosol by means
of specific transport proteins and are again docked on the presyn-
aptic membrane. This sequence, which typically takes several
minutes, is controlled by various trafficking proteins associated with
the plasma membrane and the vesicles, as well as cytosolic proteins.
Further details about exocytosis and vesicle recycling are given by
Nestler et al. (2008) and Siiclhof (2004). So far, there are few exam-
ples of drugs that affect transmitter release by interacting with syn-
aptic proteins, although the botulinum neurotoxins (see Ch. 13)
produce their effects by proteolytic cleavage of SNARE proteins.

NON-VESICULAR RELEASE MECHANISMS

If this neat and tidy picture of transmitter packets ready
and waiting to pop obediently out of the cell in response
to a puff of Ca* seems a little too good to be true, rest
assured that the picture is not quite so simple. Acetylcho-
line, noradrenaline (norepinephrine) and other mediators
can leak out of nerve endings from the cytosolic compart-
ment, independently of vesicle fusion, by utilising carriers
in the plasma membrane (see Fig. 4.11). Drugs such as
amphetamines, which release amines from central and
peripheral nerve terminals (see Chs 14 and 39), do so by
displacing the endogenous amine from storage vesicles
into the cytosol, whence it escapes via the monoamine
transporter in the plasma membrane, a mechanism that
does not depend on Ca*.

Nitric oxide (see Ch. 20) and arachidonic acid metabo-
lites (e.g. prostaglandins; Ch. 17) are two important exam-
ples of mediators that are released from the cytosol by
diffusion across the membrane or by carrier-mediated
extrusion, rather than by exocytosis. The mediators
are not stored but escape from the cell as soon as they
are synthesised. In both cases, the synthetic enzyme is
activated by Ca*, and the moment-to-moment control of
the rate of synthesis depends on [Ca*]. This kind
of release is necessarily slower than the classic exocytotic
mechanism, but in the case of nitric oxide is fast enough
for it to function as a true transmitter (see Fig 12.5 and
Ch. 20).

EPITHELIAL ION TRANSPORT

Fluid-secreting epithelia include the renal tubule, salivary
glands, gastrointestinal tract and airways epithelia. In
each case, epithelial cells are arranged in sheets separating
the interior (blood-perfused) compartment from the exte-
rior lumen compartment, into which, or from which,
secretion takes place. Fluid secretion involves two main
mechanisms, which often coexist in the same cell and
indeed interact with each other. Greger (2000) and
Ashcroft (2000) give more detailed accounts. The two
mechanisms (Fig. 4.13) are concerned, respectively, with
Na* transport and CI transport.

In the case of Na* transport, secretion occurs because
Na* enters the cell passively at one end and is pumped
out actively at the other, with water following passively.

“The vesicle contents may not always discharge completely. Instead,
vesicles may fuse transiently with the cell membrane and release only
part of their contents (see Burgoyne & Morgan, 2002) before becoming
disconnected (termed kiss-and-rini exocytosis).
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Mediator release

e Most chemical mediators are packaged into storage
vesicles and released by exocytosis. Some are
synthesised on demand and released by diffusion or
the operation of membrane carriers.

Exocytosis occurs in response to increased [Ca?'} as a
result of a Ca®*-mediated interaction between proteins
of the synaptic vesicle and the plasma membrane,
causing the membranes to fuse.

After releasing their contents, vesicles are recycled and
reloaded with transmitter.

Many secretory cells contain more than one type of
vesicle, loaded with different mediators and secreted
independently.

Stored mediators (e.g. neurotransmitters) may be
released directly from the cytosol independently of
Ca?* and exocytosis by drugs that interact with
membrane transport mechanisms.

Non-stored mediators, such as prostanoids and nitric
oxide, are released by increased [Ca*], which
activates the enzymes responsible for their synthesis.

Critical to this mechanism is a class of highly regulated
epithelial sodium channels (ENaCs) that allow Na* entry.

Epithelial sodium channels (see De la Rosa et al., 2000)
are widely expressed, not only in epithelial cells but also
in neurons and other excitable cells, where their function
is largely unknown. They are regulated mainly by aldos-
terone, a hormone produced by the adrenal cortex that
enhances Na* reabsorption by the kidney (Ch. 29). Aldos-
terone, like other steroid hormones, exerts its effects by
regulating gene expression (see Ch. 3), and causes an
increase in ENaC expression, thereby increasing the rate
of Na" and fluid transport. ENaCs are selectively blocked
by certain diuretic drugs, notably amiloride (see Ch. 29),
a compound that is widely used to study the functioning
of ENaCs in other situations.

Chloride transport is particularly important in the
airways and gastrointestinal tract. In the airways it is
essential for fluid secretion, whereas in the colon it medi-
ates fluid reabsorption, the difference being due to the
different arrangement of various transporters and chan-
nels with respect to the polarity of the cells. The simplified
diagram in Figure 4.13B represents the situation in
the pancreas, where secretion depends on Cl™ transport.
The key molecule in CI” transport is the cystic fibrosis trans-
membrane conductance regulator (CFTR; see Hwang &
Sheppard, 1999), so named because early studies on the
inherited disorder cystic fibrosis showed it to be associ-
ated with impaired CI” conductance in the membrane of
secretory epithelial cells, and the CFTR gene, identified
through painstaking genetic linkage studies and isolated
in 1989, was found to encode a Cl™-conducting ion channel.
Severe physiological consequences follow from the
impairment of secretion, particularly in the airways but
also in many other systems, such as sweat glands and
pancreas. Studies on the disease-associated mutations of
the CFTR gene have revealed much about the molecular
mechanisms involved in CI” transport, but as yet no
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Fig. 4.13 Generalised mechanisms of epithelial ion
transport. Such mechanisms are important in renal tubules (see
Ch. 29 for more details) and also in many other situations, such
as the gastrointestinal and respiratory tracts. The exact
mechanism may vary from tissue to tissue depending upon
channel and pump expression and location. [A] Sodium
transport. A special type of epithelial sodium channel (ENaC)
controls entry of Na* into the cell from the lumenal surface, the
Na* being actively pumped out at the apical surface by the
Na*-K* exchange pump. K* moves passively via potassium
channels. [B] Chloride transport. CI~ leaves the cell via a special
membrane channel, the cystic fibrosis transmembrane
conductance regulator (CFTR), after entering the cell either from
the apical surface via the Na*/Cl- co-transporter, or at the
lumenal surface via the CI"/HCOj3~ co-transporter.

significant therapeutic advance. So far, no therapeutic
drugs are known that interact specifically with CFTRs.
Both Na*® and CI transport are regulated by intracel-
lular messengers, notably by Ca** and cAMP, the latter
exerting its effects by activating protein kinases and
thereby causing phosphorylation of channels and trans-
porters. CFTR itself is activated by cAMP. In the gastroin-
testinal tract, increased cAMP formation causes a large
increase in the rate of fluid secretion, an effect that
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leads to the copious diarrhoea produced by cholera infec-
tion (see Ch. 3) and also by inflammatory conditions in
which prostaglandin formation is increased (see Ch. 17).
Activation of G protein-coupled receptors, which cause

Epithelial ion transport

e Many epithelia (e.g. renal tubules, exocrine glands and
airways) are specialised to transport specific ions.

e This type of transport depends on a special class of
epithelial sodium channels (ENaCs) which allow Na* entry
into the cel at one surface, coupled to active extrusion
of Na*, or exchange for another ion, from the opposite
surface.

release of Ca”, also stimulates secretion, possibly also by
activating CFTR. Many examples of therapeutic drugs
that affect epithelial secretion by activating or blocking G
protein-coupled receptors appear in later chapters.

e Anion transport depends on a specific chloride channel
(the cystic fibrosis transmembrane conductance regulator
[CFTRY]), mutations of which result in cystic fibrosis.

e The activity of channels, pumps and exchange
transporters is regulated by various second messengers
and nuclear receptors, which control the transport of
ions in specific ways.

REFERENCES AND FURTHER READING

General references

Alexander, S.P.H., Benson, H.E., Faccenda, E., et al., 2013. The Concise
Guide to Pharmacology 2013/2014. Br. J. Pharmacol. Special Issue 170
(8), 1449-1896. (Contains a brief description of a range of ion channels and
the drugs that interactwith them)

Berridge, M.]J., 2012. Cell Signalling Biology. Portland Press.
d0i:10.1042/csb0001002 (Free ebook available on line at
wuwrw.cellsignallingbiology.org; a regularly updated resource that covers
varions aspects of cell signalling in a highly readable format)

Kandel, ER., Schwartz, ].H., Jessell, T.M., Siegelbaum, S.A., Hudspeth,
A.J., 2013. Principles of Neural Science. McGraw-Hill, New York.
(Excellent, well-written textbook of neuroscience)

Katz, B., 1966. Nerve, Muscle and Synapse. McGraw-Hill, New York.
(A classic account of the ground-breaking electrophysiological experiments
that established the basis of nerve and muscle function)

Nestler, E.J., Hyman, S.E., Malenka, R.C., 2008. Molecular
Neuropharmacology, second ed. McGraw-Hill, New York. (Excellent
niodern textbook)

Second messengers and calcium regulation

Berridge, M.J., 2009. Inositol trisphosphate and calcium signalling
mechanisms. Biochim. Biophys. Acta. Mol. Cell Res. 1793, 933-940.
(Clear and readable up-to-date account of the mechanisms and versatility of
calcium signalling)

Berridge, M.]., Bootman, M.D., Roderick, H.L., 2003. Calcium signalling:
dynamics, homeostasis and remodelling. Nat. Rev. Mol. Cell Biol. 4,
517-529.

Clapham, D.E., 2007. Calcium signalling. Cell 131, 1047-1056. (Excellent,
readable and well-tllustrated short review article - recommended)

Fliegert, R., Gasser, A, Guse, A.H., 2007. Regulation of calcium
signalling by adenine-based second messengers. Biochem. Soc.

Trans. 35, 109-114. (Sunumary of second messenger role of cADPR and
NAADP)

Mikoshiba, K., 2007. 1P, receptor/Caz*channel: from discovery to new
signaling concepts. J. Neurochem. 102, 1426-1446. (Interesting account
of the discovery of the IPs receptor and its functional role)

Morgan, A.]., Platt, F.M., Lloyd-Evans, E. Galione, A, 2011. Molecular
mechanisms of endolysosomal Ca* signalling in health and disease.
Biochem. J. 439, 349-374.

Excitation and ion channels

Ashcroft, F.M., 2000. lon Channels and Disease. Academic Press, San
Diego. (A very useful textbook that describes the physiology of different
kinds of ion channels, and relates it to their molecular structure; the book
emphasises the importance of ‘channelopathies’, genetic channel defects
associated with disease states)

Ashcroft, F.M., 2006. From molecule to malady. Nature 440, 440-447.
(Brief summary and update of the importance of channelopathies)

66

Catterall, W.A., 2000. From ionic currents to molecular mechanisms: the
structure and function of voltage-gated sodium channels. Neuron 26,
13-25. (Useful, authoritative review article)

De la Rosa, D.A., Canessa, C.M., Fyfe, G.K., Zhang, P., 2000. Structure
and regulation of amiloride-sensitive sodium channels. Annu. Rev.
Physiol. 62, 573-594. (General review on the nature and function of
‘epithelial” sodivmn channels)

Goldstein, S.A.N., Bockenhauer, D., Zilberberg, N., 2001. Potassium
leak channels and the KCNK family of two-P-domain subunits. Nat.
Rev. Neurosci. 2, 175-184. (Review on this important class of potassitm
channels)

Hille, B., 2001. Ionic Channels of Excitable Membranes.

Sinauer Associates, Sunderland. (A clear and detailed account of the basic
principles of ion channels, with emphasis on their biophysical properties)

Jenkinson, D.H., 2006. Potassium channels - multiplicity and
challenges. Br. J. Pharmacol. 147 (Suppl.), 63-71. (Useful short article on
the many types of K* channel)

Shieh, C.-C., Coghlan, M., Sullivan, ].P., Gopalakrishnan, M., 2000.
Potassium channels: molecular defects, diseases and therapeutic
opportunities. Pharmacol. Rev. 52, 557-593. (Comprehiensive review of
potassium channel pathophysiology and pharmacology)

Muscle contraction

Berridge, M.J., 2008. Smooth muscle cell calcium activation
mechanisms. J. Physiol. 586, 5047-5061. (Excellent review article
describing the various mechanisms by which calcium signals control activity
in different types of smooth muscle — complicated but clear)

Bers, D.M., 2002. Cardiac excitation-contraction coupling. Nature 415,
198-205. (Short, well-illustrated review article)

Priori, S.G., Napolitano, C., 2005. Cardiac and skeletal muscle disorders
caused by mutations in the intracellular Ca* release channels. J. Clin.
Invest. 115, 2033-2038. (Focuses on RyR mutations in varions inherited
diseases)

Van Petegem, F., 2012. Ryanodine receptors: structure and function.

J. Biol. Chem. 287 (31),31624-31 632.

Secretion and exocytosis

Burgoyne, R.D., Morgan, A., 2002. Secretory granule exocytosis.
Physiol. Rev. 83, 581-632. (Comiprehensive review of the molecular
maclinery responsible for secretory exocytosis)

Greger, R, 2000. The role of CFTR in the colon. Annu. Rev. Physiol. 62,
467-491. (A useful résumé of information about CFTR and epithelial
secretion, more general than its title suggests)

Hwang, T.-C., Sheppard, D.N., 1999. Molecular pharmacology of the
CFTR channel. Trends Pharmacol. Sci. 20, 448-453. (Description of
approaches aimed at finding therapeutic drugs aimed at altering the function
of the CFTR channel)

Siidhof, T.C., 2004. The synaptic vesicle cycle. Amnu. Rev. Neurosci. 27,
509-547. (Sununarises the mechanism o fvesicular release at the molecular level)



Cell proliferation, apoptosis,
repair and regeneration

OVERVIEW

About 10 billion new cells are created daily through
cell division and this must be counterbalanced by
the elimination of a similar number from the body
in an ordered manner. This chapter explains how
this is managed. We deal with the life and death of
the cell - the processes of replication, proliferation,
apoptosis, repair and regeneration and how these
relate to the actions of drugs. We begin with cell
replication. We explain how stimulation by growth
factors causes cells to divide and then consider
the interaction of these cells with the extracellu-
lar matrix which regulates further cell proliferation.
We describe the crucial phenomenon of apopto-
sis (the programmed series of events that lead to
cell death), outlining the changes that occur in a cell
that is preparing to die and the intracellular path-
ways that culminate in its demise. We explain how
these processes relate to the repair of damaged
tissue, to the possibility of its regeneration and
whether there is scope for modulating this with
novel drugs.

CELL PROLIFERATION

Cell proliferation is, of course, a fundamental biological
event. It is integral to many physiological and pathologi-
cal processes including growth, healing, repair, hypertro-
phy, hyperplasia and the development of tumours.
Because cells need oxygen to survive, angiogenesis (the
development of new blood vessels) necessarily accompa-
nies many of these processes.

Proliferating cells go through what is termed the cell
cycle, during which they replicate all their components
and then divide into two identical daughter cells. The
process is tightly regulated by signalling pathways
including receptor tyrosine kinases or receptor-linked
kinases and the mitogen-activated protein kinase (MAP
kinase) cascade (see Ch. 3). In all cases, the pathways
eventually lead to transcription of the genes that control
the cell cycle.

THE CELL CYCLE

In the adult, few cells divide repeatedly and most remain
in a quiescent phase outside the cycle in the phase termed
Gy (Fig. 5.1). Some cells such as neurons and skeletal
muscle cells spend all their lifetime in G, whereas others,
including bone marrow cells and the epithelium of the
gastrointestinal tract, divide daily.

The cell cycle is an ordered sequential series of phases
(Fig. 5.1). These are known as:

e G;: preparation for DNA synthesis
* S: DNA synthesis and chromosome duplication

GENERAL PRINCIPLES
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* Gy preparation for division
e M: mitosis, division into two daughter cells.

In cells that are dividing continuously, G;, S and G,
comprise interpliase - the phase between one mitosis and
the next.

Cell division requires the controlled timing of the criti-
cal S phase and M phases. Entry into each of these phases
is tightly regulated at clieck points (restriction points) at the
start of the S and M phases. DNA damage stops the cycle
at one or other of these check points and the integrity of
this process is critical for the maintenance of genetic sta-
bility. Failure of the check points to stop the cycle when
it is appropriate to do so is a hallmark of cancer.

Quiescent cells enter G, after exposure to chemical
mediators, some of which are associated with damage.
For example, a wound can stimulate a quiescent skin cell
to divide, thus repairing the lesion. The impetus for a cell
to enter the cycle (i.e. to move from G, into G;) may be
growth factors acting on growth factor receptors, though the
action of other types of ligands on G protein-coupled
receptors (see Ch. 3) can also initiate the process.

Growth factors stimulate the synthesis of both positive
regulators of the cell cycle that control the changes neces-
sary for cell division and negative regulators that coun-
terbalance the positive regulators. The maintenance of
normal cell numbers in tissues and organs requires a
balance between the positive and the negative regulatory
signals. Apoptosis' also controls cell numbers.

POSITIVE REGULATORS OF THE CELL CYCLE

The cycle begins when a growth factor acts on a quiescent
cell, provoking it to divide. Growth factors stimulate pro-
duction of two families of proteins, namely cyclins and
serine/threonine protein kinases called cyclin-dependent
kinases (cdks), coded for by the delayed response genes.
The cdks sequentially phosphorylate various enzymes -
activating some and inhibiting others - to coordinate the
progression of the cell through the cycle.

Each cdk is inactive and must bind to a cyclin, before it
can phosphorylate its target protein(s). After the phospho-
rylation event the cyclin is degraded (Fig. 5.2) by the
ubiquitin/protease system. Here, several enzymes sequen-
tially add small molecules of ubiquitin to the cyclin. The
resulting ubiquitin polymer acts as an ‘address label” that
directs the cyclin to the proteasone where it is degraded.

There are eight main groups of cyclins. According to
the ‘classical model’ of the cell cycle (see Satayanarayana
& Kaldis, 2009), those of principal importance in the
control of the cycle are cyclins A, B, D and E. Each cyclin
is associated with, and activates, a particular cdk. Cyclin
A activates cdks 1 and 2; cyclin B, cdk 1; cyclin D, cdks 4

'The term is originally a Greek word that describes the falling of leaves
or petals from plants.
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Fig. 5.1 The main phases of the cell cycle of dividing
cells.

Or . Substrate
Fig. 5.2 Schematic representation of the activation of a
cyclin-dependent kinase (cdk). [A] An inactive cdk. [B] The
inactive cdk binds to a cyclin and is activated; it can now
phosphorylate a specific protein substrate (e.g. an enzyme).
[C] After the phosphorylating event, the cyclin is degraded.

and 6; and cyclin E, cdk 2. Precise timing of each step is
essential and many cycle proteins are degraded after they
have carried out their functions. The actions of the cyclin/
cdk complexes throughout the cell cycle are depicted in
Figure 5.3.

The activity of these cyclin/cdk complexes is negatively
modulated at one or other of the two check points. In
quiescent Gy cells, cyclin D is present in low concentration,
and an important regulatory protein - the Rb protein® - is
hypophosphorylated. This restrains the cell cycle at check
point 1 by inhibiting the expression of several proteins
critical for further cycle progression. The Rb protein
accomplishes this by binding to transcription factors con-
trolling the expression of the genes that code for proteins
essential for DNA replication during S phase, such as
cyclins E and A, DNA polymerase, thymidine kinase and
dihydrofolate reductase.

Growth factor action on a cell in G, propels it into G,
which prepares the cell for S phase. The concentration of
cyclin D increases and the cyclin D/cdk complex phos-
phorylates and activates the proteins required for DNA
replication.

In mid-G;, the cyclin D/cdk complex phosphorylates
the Rb protein, releasing a transcription factor that acti-
vates the genes for the components essential for the next
phase - DNA synthesis. The action of the cyclin E/cdk

’So named because mutations of the Rb gene are associated with
retinoblastoma tumours.

complex is necessary for transition from G, past check
point 1, into S phase.

Once into S phase, the processes that have been set in
motion cannot be reversed and the cell is committed to
DNA replication and mitosis. Cyclin E/cdk and cyclin A/
cdk regulate progress through S phase, phosphorylating
and thus activating the proteins/enzymes involved in
DNA synthesis.

In G; phase, the cell, which now has double the number
of chromosomes, produces the messenger RNAs and pro-
teins needed to duplicate all other cellular components for
allocation to the two daughter cells.

Cyclin A/cdk and cyclin B/cdk complexes are active
during G, phase and are necessary for entry into M phase,
i.e. for passing check point 2. The presence of cyclin B/
cdk complexes in the nucleus is required for mitosis to
commence.

Mitosis occurs in four stages:

e Prophase. The duplicated chromosomes (which are at
this point a tangled mass in the nucleus) condense, each
now consisting of two daugliter chromatids (the original
chromosome and a copy). These are released into the
cytoplasm as the nuclear membrane disintegrates.

e Metaphase. The chromosomes are aligned at the
equator of the cell (see Fig. 5.3).

* Anaphase. A specialised cytoskeletal device, the
mitotic apparatus, captures the chromosomes and
draws them to opposite poles of the dividing cell
(see Fig. 5.3).

e Telophase. A nuclear membrane formsroundeachset
of chromosomes. Finally, the cytoplasm divides
betweenthe two forming daughter cells. Each
daughter cell will be in Gy phase aind will remainthere
unless stimulated into G; phase as described above.

During metaphase, the cyclin A annd B complexes phos-
phorylate cytoskeletal proteins, nuclear histones and pos-
sibly components of the spindle (the microtubules along
which the chromatids are pulled during metaphase).

NEGATIVE REGULATORS OF THE CELL CYCLE

One of the main negative regulators is the Rb
protein, which restrains the cell cycle while it is
hypophosphorylated.

Inhibitors of the cdks also serve as negative regulators,
their main action being at check point 1. There are two
known families of inhibitors: the CIP family (cdk inhibi-
tory proteins, also termed KIP or kinase inhibitory pro-
teins) - proteins p21, p27 and p57; and the Ink family
(inhibitors of kinases) - proteins p16, p19 and p15.

Protein p21 is a good example of the role of a cyclin/
cdk inhibitor. It is under the control of the p53 gene - a
particularly important negative regulator which is rele-
vant in carcinogenesis - that operates at check point 1.

Inhibition of the cycle at check point 1

The p53 gene has been called the ‘guardian of the genome’.
It codes for the p53 protein, a transcription factor found
in only low concentrations in normal healthy cells.
However, following DNA damage, the protein accumu-
lates and activates the transcription of several genes, one
of which codes for p21. Protein p21 inactivates cyclin/cdk
complexes, thus preventing Rb phosphorylation, which
means that the cycle is arrested at check point 1. This
allows for DNA repair. If the repair is successful, the cycle
proceeds past check point 1 into S phase. If the repair
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Fig. 5.3 Schematic diagram of the cell cycle, showing the role of the cyclin/cyclin-dependent kinase (cdk) complexes. The
processes outlined in the cycle occur inside a cell such as the one shown in Figure 5.4. A quiescent cell (in G, phase), when stimulated to
divide by growth factors, is propelled into G, phase and prepares for DNA synthesis. Progress through the cycle is determined by
sequential action of the cyclin/cdk complexes — depicted here by coloured arrows, the arrows being given the names of the relevant
cyclins: D, E, A and B. The cdks are given next to the relevant cyclins. The thickness of each arrow represents the intensity of the cdk
action at that point in the cycle. The activity of the cdks is regulated by cdk inhibitors. If there is DNA damage, the products of the tumour
suppressor gene p53 arrest the cycle at check point 1, allowing for repair. If repair fails, apoptosis (see Fig. 5.5) is initiated. The state of
the chromosomes is shown schematically in each G phase - as a single pair in G;, and each duplicated and forming two daughter
chromatids in G,. Some changes that occur during mitosis (metaphase, anaphase) are shown in a subsidiary circle. After the mitotic
division, the daughter cells may enter G, or G, phase. Rb, retinoblastoma gene.

is unsuccessful, the p53 gene triggers apoptosis - cell
suicide.

Inhibition of the cycle at check point 2

DNA damage can arrest the cycle at check point 2, but the
mechanisms involved are poorly understood. Inhibition of
the accumulation of cyclin B/cdk complex in the nucleus
seems to be a factor. For more detail on the control of the cell
cycle, see under MicroRNAs and Swanton (2004).

INTERACTIONS BETWEEN CELLS, GROWTH
FACTORS AND THE EXTRACELLULAR MATRIX

Cell proliferation is regulated by the integrated interplay
between growth factors, cells, the extracellular matrix
(ECM) and the matrix metalloproteinases (MMPs). The
ECM is secreted by the cells and provides a supportive
framework. It also profoundly influences cell behaviour
by signalling through the cell’s integrins. Matrix expres-
sion by cells is regulated by growth factors and cytokines
(see Verrecchia & Mauviel, 2007; Jarveldinen et al., 2009).
The activity of some growth factors is, in turn, determined
by the matrix, because they are sequestered by matrix
components and released by proteases (e.g. MMPs)
secreted by the cells.

The action of growth factors acting through receptor
tyrosine kinases or receptor-coupled kinases (see Ch. 3) is
a fundamental part of these processes. Important exam-
ples include fibroblast growth factor (FGF), epidermal growth

The cell cycle <

e The term cell cycle refers to the sequence of events
that take place within a cell as it prepares for division.
The quiescent or resting state is called Gy.

e Growth factor action stimulates a cell in Gy to enter
the cycle.

® The phases of the cell cycle are:

— Gy: preparation for DNA synthesis

— S: DNA synthesis

— Gy preparation for division

— M, mitosis: division into two daughter cells.
¢ In Gy phase, a hypophosphorylated protein, coded for

by the Rb gene, arrests the cycle by inhibiting expression

of critical factors necessary for DNA replication.

e Progress through the cycle is controlled by specific
kinases (cyclin-dependent kinases; cdks) that are
activated by binding to specific proteins termed cyclins.

e Four main cyclins D, E, A and B, together with their
cdk complexes drive the cycle; cyclin D/cdk also
releases the Rb protein-mediated inhibition.

There are protein inhibitors of cdks in the cell. Protein
p21 is particularly important; it is expressed when DNA
damage triggers transcription of gene p53 and arrests
the cycle at check point 1.
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factor (EGF), platelet-dependent growth factor (PDGF), vascu-
lar endothelial growth factor (VEGF) and transforming growth
factor (TGF)-B.

The main components of the extracellular matrix are:

¢ Fibre-forming elements, e.g. collagen species (the
main proteins of the matrix) and elastin.
Non-fibre-forming elements, e.g. proteoglycans,
glucoproteins and adhesive proteins such as
fibronectin. Proteoglycans have a growth-regulating
role, in part by functioning as a reservoir of
sequestered growth factors. Others are associated
with the cell surface, where they bind cells to the
matrix. Adhesive proteins link the various elements
of the matrix together and also form links between
the cells and the matrix through cell surface integrins.

Other proteins in the ECM are thrombospondin and osteopon-
tin, which are not structural elements but modulate cell-
matrix interactions and repair processes. The production of
the ECM components is regulated by growth factors, par-
ticularly TGF-.
¥V The ECM is a target for drug action. Both beneficial and adverse
effects have been reported. Thus glucocorticoids decrease collagen
synthesis in chronic inflammation and cyclo-oxygenase (COX)-2
inhibitors can modify fibrotic processes through a proposed action
on TGF-B. Statins can decrease fibrosis by inhibiting angiotensin-
induced connective tissue growth factor production (Rupérez et al.,
2007) and reduce MMP expression. This may contribute to their
effectsin cardiovascular diseases (Tousoulis et al., 2010). Theadverse
actions of some drugs attributable to an effect on the ECM include
the osteoporosis and skin thinning caused by glucocortoicoids (dis-
cussed in Jarveldinen et al., 2009). The ECM is also an important
target in the search for new drugs that regulate tissue repair.

THE ROLE OF INTEGRINS

V Integrins are transmembrane kinase-linked receptors (see Ch. 3)
comprising o and B subunits. Interaction with the ECM elements
(e.g. fibronectin) triggers various cell responses, such as cytoskeletal
rearrangement (not considered here) and co-regulation of growth
factor function.

Intracellular signalling by both growth factor receptors and integrins
is important for optimal cell proliferation (Fig. 5.4). Following
integrin stimulation an adapter protein and anenzyme (focal adhesion
kinase), activate the kinase cascade that comprises the growth factor
signalling pathway. There is extensive cross-talk between the integrin
and growth factor pathways (Streuli & Akhtar, 2009). Autophospho-
rylation of growth factor receptors (Ch. 3) is enhanced by integrin
activation and integrin-mediated adhesion to the extracellular matrix
(Fig. 5.4) not only suppresses the concentrations of cdk inhibitors, but
is required for the expression of cyclins A and D, and therefore for
the progression of the cell cycle. Furthermore, integrin activation
inhibits apoptosis (see below), further facilitating growth factor
action (see reviews by Gahmberg et al., 2009 and Barczyk et al., 2010).
Several monoclonal antibodies are targeted at integrins, including
natalizumab, used to treat multiple sclerosis and abciximab, an
antithrombotic (Ch. 24).

THE ROLE OF MATRIX METALLOPROTEINASES

V Degradation of the ECM by metalloproteinases is necessary for
tissue growth, repair and remodelling. When growth factors stimu-
late a cell to enter the cell cycle, they also stimulate the secretion of
metalloproteinases (as inactive precursors), which then sculpt the
matrix, producing the local changes necessary to accommodate the
increased cell numbers. Metalloproteinases in turn release growth
factors from the ECM and, in some cases (e.g. interleukin [IL]-1B),
process them from precursor to active form. The action of these
enzymes is regulated by TIMPS (tissue inhibitors of metalloprotei-
nases), which are also secreted by local cells.

Extracellular
matrix

Growth factors
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Fig. 5.4 Simplified diagram of the effect of growth factors
on a cell in Go. The overall effect of growth factor action is the
generation of the cell cycle transducers. A cell such as the one
depicted will then embark on G, phase of the cell cycle. Most
growth factor receptors have integral tyrosine kinase (see Fig.
3.17). These receptors dimerise, then cross-phosphorylate their
tyrosine residues. The early cytosolic transducers include proteins
that bind to the phosphorylated tyrosine residues. Optimum effect
requires cooperation with integrin action. Integrins (which have o.
and {3 subunits) connect the extracellular matrix with intracellular
signaling pathways and also with the cell cytoskeleton (not shown
here). G protein-coupled receptors can also stimulate cell
proliferation, because their intracellular pathways can connect with
the Ras/kinase cascade (not shown). AP, adapter protein; FA
kinase, focal adhesion kinase; Rb, retinoblastoma protein.

In addition to their physiological function, metalloproteinases are
involved in the tissue destruction that accompanies various dis-
eases, such as rheumatoid arthritis, osteoarthritis, periodontitis,
macular degeneration and myocardial restenosis. They also have a
critical role in the growth, invasion and metastasis of tumours
(Skiles et al., 2004; Clark et al., 2008; Marastoni et al., 2008). Because
of this, much effort has gone into developing synthetic MMP inhibi-
tors for treating cancers and inflammatory disorders, although clini-
cal trials so far have shown limited efficacy and significant adverse
effects (see Fingleton, 2008). Doxycycline, an antibiotic, also inhibits
MMPs, and is used experimentally for this purpose.

ANGIOGENESIS

Angiogenesis, whichnormally accompanies cell prolifera-
tion, is the formation of new capillaries from existing
small blood vessels. Without this, new tissues (including
tumours) carinot grow. Angiogenic stimuli include cy-
tokines and various growth factors, in particular vascular
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Interactions between cells, growth
factors and the matrix

e Cells secrete the components of the extracellular
matrix (ECM) and become embedded in this tissue.

e The ECM influences the growth and behaviour of the
cells. It also acts as a reservoir of growth factors.

e Integrins are transmembrane cellular receptors that
can interact with elements of the ECM. They modulate
growth factor signalling pathways and also mediate
cytoskeletal adjustments within the cell.

e Growth factors cause cells to release
metalloproteinases that degrade the local matrix so
that it can accommodate the increase in cell numbers.

¢ Metalloproteinases release growth factors from the
ECM and can activate some that are present in
precursor form.

endothelial growth factor (VEGF). The sequence of events in
angiogenesis is as follows:

1. The basement membrane is degraded locally by
proteases.

2. Endothelial cells migrate out, forming a ‘sprout’.

3. Following these leading cells, other endothelial cells
proliferate under the influence of VEGF.

4. Matrix material is laid down around the new
capillary.

A monoclonal antibody, bevacizumab, which neutralises
VEGEF, is used as adjunct treatment for various cancers
(see Ch. 56), and following injection into the eye, to treat
age-related macular degeneration, a condition in which
retinal blood vessels proliferate, causing blindness.

APOPTOSIS AND CELL REMOVAL

Apoptosis is cell suicide. It is regulated by a built-in genet-
ically programmed self-destruct mechanism consisting of
specific sequence of biochemical events. It is thus unlike
necrosis, which is disorganised disintegration of damaged
cells that releases substances that trigger the inflamma-
tory response.’

Apoptosis plays an essential role in embryogenesis,
shaping organs during development by eliminating cells
that have become redundant. It is the mechanism that
each day unobtrusively removes some 10 billion cells
from the human body. It is involved in numerous physi-
ological events, including the shedding of the intestinal
lining, the death of time-expired neutrophils and the turn-
over of tissues as the newborn infant grows to maturity.
It is the basis for the development of self-tolerance in the
immune system (Ch. 6) and acts as a first-line defence
against carcinogenic mutations by purging cells that could
become malignant.

Impaired apoptosis is also implicated in the pathophys-
iology of many conditions, including;:

"There are other forms of programmed cell death (PCD) including
autophagy and (confusingly) programmed necrosis. Here we will focus on
apoptosis, also known as ‘Type | PCD".

e chronic neurodegenerative diseases such as
Alzheimer’s, multiple sclerosis and Parkinson’s
disease (Ch. 40)

* conditions with acute tissue damage or cell loss,
such as myocardial infarction (Ch. 21), stroke and
spinal cord injury (Ch. 40)

* depletion of T cells in HIV infection (Ch. 52)

e osteoarthritis (Ch. 36)

* haematological disease, such as aplastic anaemia
(Ch. 25)

e evasion of the immune response by cancer cells and
resistance to cancer chemotherapy (Ch. 56)

 autoimmune/inflammatory diseases such as
myasthenia gravis (Ch. 13), rheumatoid arthritis
(Ch. 26), and bronchial asthma (Ch. 28)

* viral infections with ineffective eradication of
virus-infected cells (Ch. 52).

V Apoptosis is particularly important in the regulation of the
immune response and in the many conditions in which it is an
underlying component. There is evidence that T cells have a nega-
tive regulatory pathway controlled by surface programmed cell death
receptors (e.g. the PD-1 receptor), and that there is normally a balance
between the stimulatory pathways triggered by antigens and this
negative regulatory apoptosis-inducing pathway. The balance is
important in the maintenance of peripheral tolerance. A disturbance
of this balance is seen in autoimmune disease, in the ‘exhaustion’ of

T cells in chronic viral diseases such as HIV, and possibly in tumour

escape from immune destruction (Zha et al., 2004).

Apoptosis is a default response, i.e. continuous active signal-
ling by tissue-specific trophic factors, cytokines and hor-
mones, and cell-to-cell contact factors (adhesion molecules,
integrins, etc.) are required for cell survival and viability.
The self-destruct mechanism is automatically triggered
unless it is actively and continuously inhibited by these
antiapoptotic factors. Different cell types require differing
sets of survival factors, which function only locally. If a
cell strays or is dislodged from the area protected by its
paracrine survival signals, it will die.

Withdrawal of these survival factors - which has been
termed ‘death by neglect” - is not the only pathway to
apoptosis (see Fig. 5.5). The death machinery can be acti-
vated by ligands that stimulate death receptors and by DNA
damage. But it is generally accepted that cell proliferation
processes and apoptosis are tightly integrated.

MORPHOLOGICAL CHANGES IN APOPTOSIS

As the cell dies it ‘rounds up’, the chromatin condenses
into dense masses, the cytoplasm shrinks and there is
blebbing of the plasma membrane. Finally, mediated by
a family of proteolytic enzymes known as caspases, the
cell is transformed into a cluster of membrane-bound enti-
ties. This cellular ‘corpse’ displays ‘eat me’ signals, such
as phosphatidylserine on its surface, which are recog-
nized by macrophages, which then phagocytose the
remains. It is important that these cellular fragments
are enclosed by a membrane because otherwise the
release of cell constituents could trigger an inflammatory
reaction. An additional safeguard against this is that
phagocytosing macrophages release anti-inflammatory
mediators such as TGF-, Annexin-1 and IL-10.

THE MAJOR PLAYERS IN APOPTOSIS

The repertoire of reactions in apoptosis is extremely
complex and varies between species and cell types. Yet it
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Fig. 5.5 A simplified diagram of the two main signalling
pathways in apoptosis. The ‘death receptor’ pathway is
activated when death receptors such as members of the
tumour necrosis factor (TNF) family are stimulated by specific
death ligands. This recruits adapter proteins that activate
initiator caspases (e.g. caspase 8), which in turn activate
effector caspases such as caspase 3. The mitochondrial
pathway is activated by diverse signals, one being DNA
damage. In the presence of DNA damage that cannot be
repaired, the p53 protein (see text and Figs 5.3 and 5.4)
activates a subpathway that releases cytochrome ¢ from the

mitochondrion, with subsequent involvement of the apoptosome

and activation of an initiator caspase, caspase 9. The
apoptosome is a complex of procaspase 9, cytochrome ¢ and
apoptotic-activating protease factor-1 (Apaf-1). Both these
pathways converge on the effector caspase (e.g. caspase 3),
which brings about the demise of the cell. The survival factor
subpathway normally restrains apoptosis by inhibiting the
mitochondrial pathway through activation of the antiapoptotic

factor Bcl-2. The receptor labelled ‘R’ represents the respective

receptors for trophic factors, growth factors, cell-to-cell contact
factors (adhesion molecules, integrins), etc. Continuous
stimulation of these receptors is necessary for cell survival/
proliferation. If this pathway is non-functional (shown in grey),
this antiapoptotic drive is withdrawn. IAP, inhibitor of apoptosis.

could be that the pivotal reaction(s) that lead to either cell
survival or cell death are controlled by a single gene
or combination of genes. If so, these genes could be desir-
able targets for drugs used to treat many proliferative
diseases.

Only a simple outline of apoptosis can be given here.
Portt et al. (2011) have reviewed the whole area in detail.
The major players are the caspases — a family of cysteine
proteases present in the cell in inactive form. These under-
take delicate protein surgery, selectively cleaving a spe-
cific set of target proteins (enzymes, structural components
all of which contain a characteristic motif recognised by
the caspases), inactivating some and activating others. A
cascade of about nine different caspases are required,
some functioning as initiators that transmit the initial
apoptotic signals, and others being responsible for the
final phase of cell death (Fig. 5.5).

The ‘executioner’ caspases (e.g. caspase 3) cleave and
inactivate cell constituents such as the DNA repair
enzymes, protein kinase C, and cytoskeletal components.
A DNAase is activated that cuts genomic DNA between
the nucleosomes, generating DNA fragments of approxi-
mately 180 base pairs.

However, notall caspases are death-mediating enzymes;
some have a role in the processing and activating of
cytokines (e.g. caspase 8 is active in processing the inflam-
matory cytokines IL-1 and IL-18).

Besides the caspases, another pathway can be triggered
by apoptotic initiating factor (AIF), a protein released from
the mitochondria that enters the nucleus and triggers cell
suicide.

PATHWAYS TO APOPTOSIS

There are two main routes to cell death: stimulation of
death receptors by external ligands (the extrinsic patlway)
and an internal mitochondrial patlway. Both routes activate
initiator caspases and converge on a final common effec-
tor caspase pathway.

THE EXTRINSIC PATHWAY

Lurking in the plasma membrane of most cell types are
members of the tumour necrosis factor receptor (TNFR)
superfamily (also known as Fas receptors), which func-
tion as ‘death receptors’ (Fig. 5.5). Important family
members include TNFR-1 and CD95 (also known as Fas
ligands or Apo-1), but there are many others (e.g. PD-1, a
death receptor that can be induced on activated T cells, as
discussed above).

Each receptor has a “death domain’ in its cytoplasmic
tail. Stimulation of the receptors by a ligand such as
tumour necrosis factor (TNF) itself or TRAIL' causes them
to trimerise and recruit an adapter protein that binds to
their death domains. The resulting complex activates
caspase 8 (and probably caspase 10), which in turn acti-
vate the effector caspases (Fig. 5.5).

The mitochondrial pathway
This pathway can be triggered by DNA damage or by
withdrawal of cell survival factors or other factors. In

*TRAIL is tumour necrosis factor-o-related apoptosis-inducing ligand’,
of course; what else? See Janssen et al. (2005) for discussion of a role of
TRAIL. PD-L1, a ligand for the PD-1 receptor, is found on all
haemopoietic cells and many other tissues.
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some way, the cell can ‘audit” such damage and decide
whether to initiate the apoptotic pathway. It is possible
that promyelocytic leukaemia bodies, large complexes of pro-
teins in the nucleus, participate in this task (Wyllie, 2010),
although how they do so is not clear.

Regulating the apoptotic event are the members of the
Bcl-2 protein family, a group of proteins with homologous
domains allowing interactions between individual
members. If the cell selects the apoptotic route, the p53
protein activates p21 and proapoptotic members of the
Bcl-2 family - Bid, Bax and Bak. In addition to these proa-
poptotic individuals, this family has antiapoptotic
members (e.g. Bcl-2 itself).> These factors compete with
each other on the surface of the mitochondria and the
outcome depends upon the relative concentrations of
these molecular players. In the case of a proapoptotic
signal, oligomers of Bax and or Bak form pores in the
mitochondrial membrane through which proteins such as
cytochrome c can leak.

When released, cytochrome c complexes with a protein
termed Apaf-1 (apoptotic protease-activating factor-1)
and the two then combine with procaspase 9 and activates
it. This latter enzyme orchestrates the effector caspase
pathway. The triumvirate of cytochrome ¢, Apaf-1 and
procaspase 9 is termed the apoptosome (Fig. 5.5; see Riedl &
Salvesen, 2007). Nitric oxide (see Ch. 20) is another media-
tor that can have proapoptotic and antiapoptotic actions.

In normal cells, survival factors (specified above) con-
tinuously activate antiapoptotic mechanisms. The with-
drawal of survival factors can cause death in several
different ways depending on the cell type. A common
mechanism is tipping the balance between Bcl-2 family
members leading to loss of the antiapoptotic protein
action, with the resultant unopposed action of the proap-
optotic Bcl-2 proteins (see Fig. 5.5).

The two main cell death pathways are connected to
each other, in that caspase 8 in the death receptor pathway
can activate the proapoptotic Bcl-2 proteins and thus acti-
vate the mitochondrial pathway.

MicroRNAs, the cell cycle and apoptosis
MicroRNAs (miRNAs), discovered only in the past
decade, are a family of small non-coding RNAs present in
the genomes of plants and animals. They are now known
to inhibit the expression of genes coding for cell cycle
regulation, apoptosis (Fig 5.5), cell differentiation and
development (Carleton et al., 2007; Lynam-Lennon et al,
2009). About 3% of human genes encode for miRNA and
some 30% of human genes coding for proteins are regu-
lated by miRNAs.

Altered miRNA expression is now believed to be linked
to a variety of diseases, including diabetes, obesity, Alzhe-
imer’s, cardiovascular system diseases, inflammatory con-
ditions, neurodegenerative diseases (Barbato et al., 2009),
as well as carcinogenesis, metastasis and resistance to
cancer therapies (Wurdinger & Costa, 2007; Garzon et al.,
2009). miRNAs are also believed to function as onco-
genes and/or tumour suppressor genes and to regulate T
cells (Zhou et al., 2009). Not surprisingly, miRNAs are
being heralded as targets for new drug development for
a variety of disease states (Liu et al., 2008; Stenvang et al.,
2008; Tsai & Yu, 2010).

*Another brake on cell death is a family of caspase-inhibiting proteins
called IAPs (inhibitors of apoptosis proteins).

Apoptosis .

3y

e Apoptosis is programmed cell death. It is an essential
biological process and critical for (e.g.) embryogenesis
and tissue homeostasis.

e Apoptosis depends upon a cascade of proteases
called caspases. Two sets of initiator caspases
converge on a set of effector caspases, which bring
about the apoptotic event.

e Two main pathways activate the effector caspases:

the death receptor pathway and the mitochondrial

pathway.

— Stimulation of the tumour necrosis factor receptor
family initiates the death receptor pathway. The main
initiator is caspase 8.

— The mitochondrial pathway is activated by internal
factors such as DNA damage, which results in
transcription of gene p53. The p53 protein activates
a sub-pathway that releases cytochrome ¢ from
the mitochondrion. This, in turn, complexes with
protein Apaf-1 and together they activate initiator
caspase 9.

In undamaged cells, survival factors (cytokines,

hormones, cell-to-cell contact factors) continuously

activate antiapoptotic mechanisms. Withdrawal of
survival factors causes cell death through the
mitochondrial pathway.

The effector caspases (e.g. caspase 3) initiate a

cascade of proteases that cleave cell constituents,

DNA, cytoskeletal components, enzymes, etc. This

reduces the cell to a cluster of membrane-bound

entities that are eventually phagocytosed by
macrophages.

PATHOPHYSIOLOGICAL IMPLICATIONS

As mentioned above, cell proliferation and apoptosis
are involved in many physiological and pathological
processes. These are:

e the growth of tissues and organs in the embryo and
later during childhood

¢ the replenishment of lost or time-expired cells such
as leukocytes, gut epithelium and uterine
endometrium

e immunological responses, including development of
immunological tolerance to host proteins

e repair and healing after injury or inflammation

¢ the hyperplasia (increase in cell number and in
connective tissue) associated with chronic
inflammatory, hypersensitivity and autoimmune
diseases (Ch. 6)

¢ the growth, invasion and metastasis of tumours
(Ch. 56)

* regeneration of tissues.

The role of cell proliferation and apoptosis in the first two
processes listed is self-evident and needs no further
comment. Their involvement in immune tolerance is dis-
cussed briefly above but the other processes require
further discussion.
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REPAIR AND HEALING

Repair occurs when tissues are damaged or lost. It is also
implicated in the resolution of the local inflammatory
reaction to a pathogen or chemical irritant. In some
instances, damage or tissue loss can lead to regeneration,
which is quite different to repair and is considered sepa-
rately below.

There is considerable overlap between the mechanisms
activated in inflammation and repair. Both entail an
ordered series of events including cell migration, angio-
genesis, proliferation of connective tissue cells, synthesis
of extracellular matrix and finally remodelling - all coor-
dinated by the growth factors and cytokines that are
appropriate for the particular tissue involved. TGF-B is a
key regulator of several of these processes.

Repair, healing and regeneration

e Repair and healing occurs when tissues are damaged.
It is @ common sequel to inflammation. Connective
tissue cells, white blood cells and blood vessels are
commonly involved.

Regeneration is the replacement of the tissue or organ
that has been damaged or lost. It depends upon the
presence of a pool of primitive stem cells that have the
potential to develop into any cell in the body.
Complete regeneration of a tissue or organ is rare in
mammals. The more rapid repair processes — often
accompanied by scarring — usually make good the
damage. This may be an evolutionary trade-off in
mammals for the lost power of regeneration.

However, it might be possible to activate regenerative
pathways in mammals — at least to some extent and in
some organs.

HYPERPLASIA

Hyperplasia (cell proliferation and matrix expansion) is a
hallmark of chronic inflammatory and autoimmune dis-
eases such as rheumatoid arthritis (Chs 6 and 26), psoria-
sis, chronic ulcers and chronic obstructive lung disease. It
also underlies the bronchial hyper-reactivity of chronic
asthma (Ch. 28) and glomerular nephritis.

Cell proliferation and apoptotic events are also impli-
cated in atherosclerosis (Ch. 23), restenosis and myocar-
dial repair after infarction (Ch. 21).

THE GROWTH, INVASION AND METASTASIS
OF TUMOURS

Growth factor signalling systems, antiapoptotic pathways
and cell cycle controllers are of increasing interest as
targets for novel approaches to the treatment of cancer.
See Chapter 56.

STEM CELLS AND REGENERATION

Regeneration of tissue replaces that lost following damage
or disease and allows restoration of function. Many
animals (e.g. amphibians) have impressive regenerative
powers and can even regrow an entire organ such as a

limb or a tail. The essential process is the activation of stem
cells - a pool of undifferentiated cells that have the poten-
tial to develop into any of the more specialised cells in the
body (‘totipotent” or ‘pluripotent” cells). Not only do
amphibians have a plentiful supply of these primitive
cells but many of their more specialised cells can
de-differentiate, becoming stem cells again. These can
then multiply and retrace the fetal developmental path-
ways that generated the organ, proliferating again and
again and eventually differentiating into the various cell
types needed to replace the missing structure.

However, during evolution, mammals have lost this
ability in all but a few tissues. Blood cells, intestinal epi-
thelium and the outer layers of the skin are replaced con-
tinuously throughout life but there is a low turnover and
replacement of cells in organs such as liver, kidney and
bone. This "physiological renewal’ is effected by local
tissue-specific stem cells.

Almost alone among mammalian organs, the liver has
significant ability to replace itself. It can regenerate to its
original size in a remarkably short time, provided that at
least 25% has been left intact.® The mature parenchymal
liver cells participate in this process as well as all the other
cellular components of the liver.

It is necessary to distinguish embryonic stem cells (ES
cells) from adult stem cells and progenitor cells. ES cells are
the true pluripotent cells of the embryo which are able to
differentiate into any other cell type. Adult stem cells (AS
cells) have a more restricted capability whereas progeni-
tor cells are able to differentiate only into a single cell type.
ES cells are absent in the adult mammal, but AS cells are
present, although they are few in number. If a mainmal is
injured or its tissue is removed, repair processes - often
with subsequent scarring - usually make good the
damage. It seems that rapid closure of the defect after
tissue loss (which is much more speedily accomplished by
repair mechanisms) takes priority over regeneration.

Until recently, it was assumed that this was (with a few
exceptions) an unalterable situation, but recent work has
suggested that it might be possible to activate the regen-
erative pathways in mammals - at least to some extent
and in some organs. Replacement of entire limbs is mani-
festly not possible in humans, but regeneration of limited
amounts of tissue or of a small part of an organ may well
be feasible. For this to happen, it is necessary to encourage
some stem cells to proliferate, develop and differentiate
at the relevant sites; or - and this is a rather more remote
prospect in humans - to persuade some local specialised
cells to de-differentiate. This can occur in some mammals
under special circumstaices. However, it may be that
repair is the Janus face of regeneration, being an evolu-
tionary trade-off in mammals for the lost power of
regeneration.

V Where are the relevant stem cells that could be coaxed into

regenerative service? Various possibilities are being vigorously

investigated and in some cases tested clinically. These include:

“There is an account of liver regeneration in Greek mythology.
Prometheus stole the secret of fire from Zeus and gave it to mankind.
To punish him, Zeus had him shackled to a crag in the Caucasus and
every day an eagle tore at his flesh and devoured much of his liver.
During the night, however, it regenerated and in the morning was
whole again. The legend doesn’t say whether the requisite 25% was left
after the eagle had had its fill, and the regeneration described seems
unrealistically fast - rat liver takes 2 weeks or more to get back to the
original size after 66% hepatectomy.
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* embryonic stem cells (limited availability and serious ethical

issues)

* bone marrow-derived mesenchymal stem cells (Huang et al.,

2009; Stapenbeck & Miyoshi, 2009)

* muscle-derived stem cells (Sinanan et al., 2006)

* human-induced pluripotent stem cells (Nishikawa et al., 2008)

* tissue-resident progenitor cells.

For a tissue such as the liver to regenerate, local tissue-
specific stem cells must be stimulated by growth factors
to enter the cell cycle and to proliferate. Other essential
processes include those already discussed such as angio-
genesis, activation of MMPs and interaction between the
matrix and fibronectin to link all the new elements
together. The concomitant replacement of components of
the lost connective tissue (fibroblasts, macrophages, etc.)
would also be necessary.

Because most tissues do not regenerate spontaneously,
mechanisms that could restore regenerative ability could
be of immense therapeutic value. Stem cell therapy has
become an attractive prospect for treating all manner of
diseases, ranging from erectile dysfunction and urinary
incontinence to heart disease and neurodegeneration.
Animal studies have confirmed that this is a potentially
rewarding area although routine stem cell therapy in
humans is still a distant prospect. The literature is daunt-
ing but the following examples provide an insight into the
obstacles and aspirations of the field: repair of damaged
heart muscle (Ch. 21; see Lovell & Mathur, 2011), repair
of retinal degeneration (Ong & da Cruz, 2012), stroke
(Banerjee et al., 2011) and replacement of insulin-secreting
cells to treat type I diabetes mellitus (Ch. 31; Voltarelli
et al., 2007).

THERAPEUTIC PROSPECTS

Theoretically, all the processes described in this chapter
could constitute useful targets for new drug development.
Below, we list those approaches that are proving or are
likely to prove fruitful.

APOPTOTIC MECHANISMS

Compounds that could modify apoptosis are being
intensively investigated (Melnikova & Golden, 2004;
MacFarlane, 2009). Here we can only outline some of the
more important approaches.

Drugs that promote apoptosis by various mechanisms
wereheralded as a potential new approach to cancer treat-
ment, and are actively being studied, though none has yet
been approved for clinical use. Potential proapoptotic
therapeutic approaches need to be targeted precisely to
the diseased tissue to avoid the obvious risks of damaging
other tissues. Examples include the following:

* An antisense compound against Bcl-2 (oblimersen)
is being tested for chronic lymphocytic leukaemia.

e Obatoclax, a small molecule inhibitor of Bcl-2
action, is being tested for treating haematological
malignancies. For details see MacFarlane (2009).

* MicroRNA technology could also be used to
promote apoptosis (see Fig. 5.5).

* Monoclonal agonist antibodies to the death receptor
ligand TRAIL (e.g. lexatumumab) are undergoing
clinical trials for treatment of solid tumours and
lymphomas (MacFarlane, 2009).

* A new drug, bortezomib, which inhibits the
proteasome, is available for the treatment of
selected cancers. It causes the build-up of Bax,
an apoptotic promoter protein of the Bcl-2 family
that acts by inhibiting antiapoptotic Bcl-2.
Bortezomib acts partly by inhibiting NFxB action
(see Ch. 3).

* One of the most cancer-specific genes codes for an
endogenous caspase inhibitor, survivin. This occurs
in high concentrations in certain tumours and a
small molecule suppressor of survivin is in clinical
trial (Giaccone & Rajan, 2009), the objective being to
induce cancer cell suicide.

Inhibiting apoptosis might prevent or treat a wide
range of common degenerative disorders. Unfortunately,
success in developing such inhibitors for clinical use has
so far proved elusive and a number have been found to
lack efficacy in clinical trials. Current areas of interest
include the following:

* Blocking the PD-1 death receptor with a targeted
antibody is a potentially fruitful new avenue to
explore for the treatment of HIV, hepatitis B and
hepatitis C infections, as well as other chronic
infections and some cancers that express the ligand
for PD-1 (Williams & Bevan, 2006).

* Several caspase inhibitors are under investigation
for treating myocardial infarction, stroke, liver
disease, organ transplantation and sepsis.
Emricasan is one such candidate undergoing trials
in patients requiring liver transplants.

ANGIOGENESIS AND METALLOPROTEINASES

The search for clinically useful anti-angiogenic drugs and
MMP inhibitors is continuing, but has not so far been suc-
cessful. At present, only one new drug has been approved
for use in cancer treatment: bevacizumab, a monoclonal
antibody that neutralises VEGF, which is also used to treat
age-related macular degeneration, a disease also associ-
ated with excessive proliferation of retinal blood vessels.

CELL CYCLE REGULATION

The main endogenous positive regulators of the cell cycle
are the cdks. Several small molecules that inhibit cdks by
targeting the ATP-binding sites of these kinases have been
developed; an example is flavopiridol, currently in clini-
cal trials, which inhibits all the cdks, causing arrest of the
cell cycle; it also promotes apoptosis, has anti-angiogenic
properties and can induce differentiation (Dickson &
Schwartz, 2009).

Some compounds affect upstream pathways for cdk
activation and may find a use in cancer treatment. Exam-
ples are perifosine (although its future is uncertain at the
moment) and lovastatin (a cholesterol-lowering drug, see
Ch. 23, which may also have anticancer properties).

Bortezomib, a boronate compound, covalently binds the
proteasome, inhibiting the degradation of proapoptotic pro-
teins. It is used in treating multiple myeloma (see Ch. 56).

Of the various components of the growth factor signal-
ling pathway, receptor tyrosine kinases, the Ras protein
and cytoplasmic kinases have been the subjects of
most interest. Kinase inhibitors recently introduced for
cancer treatment include imatinib, gefitinib aind erlotinib
(see Ch. 56).
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OVERVIEW

Everyone has experienced an inflammatory episode
at some time or other and will be familiar with the
characteristic redness, swelling, heat, pain and loss
of function that this generally entails. Inflammatory
mediators are considered separately in Chapters 17
and 18; here we list the cellular players involved in
the host defence response and explain the bare
bones of this crucial and sophisticated mechanism.
Understanding these cellular responses and their
functions provides an essential basis for understand-
ing the actions of anti-inflammatory and immuno-
suppressant drugs - a major class of therapeutic
agents (see Ch. 26).

INTRODUCTION

All living creatures are born into a universe that poses a
constant challenge to their physical well-being and sur-
vival. Evolution, which has equipped us with homeostatic
systems that maintain a stable internal environment in the
face of changing external temperatures and fluctuating
supplies of food and water, has also provided us with
mechanisms for combating the ever-present threat of
infection and for promoting healing and restoration to
normal function in the event of injury. In mammals, this
function is subserved by the innate and acquired (or adap-
tive) immune systems, working together with a variety of
mediators and mechanisms that collectively give rise to
what we term the inflanuinatory response. Generally this
acts to protect us, but occasionally it goes awry, leading
to a spectrum of inflammatory diseases. It is under these
circumstances that we resort to drug therapy to control
this overexuberant response.

The main functions of this host inflammatory response
then, are defence and repair - in other words, nothing less
than the on-going security of the organism, and crucial to
survival. Immunodeficiency due, for example, to genetic
causes (e.g. leukocyte adhesion deficiency), infection with
organisms such as HIV, radiation or immunosuppressant
drugs, can be life-threatening,.

Like border security systems in the mundane world, the
body has the cellular and molecular equivalents of guards,
identity checks, alarm systems and a communication
network with which to summon back-up when required.
It also has access to an astonishing data bank that memo-
rises precise details of previous illegal intruders and pre-
vents them from returning. This host response has two
main components, which work hand-in-hand. These are:

e The innate, non-adaptive response, which developed
early in evolution and is present in some form or
other in most multicellular organisms. This is the
first line of defence.

6 Cellular mechanisms: host defence

The inflémmatory response

e The inflammatory response occurs in tissues following
injury or exposure to a pathogen or other noxious
substance.

e |t usually has two components: an innate non-adaptive
response and an adaptive (acquired or specific)
immunological response.

e These reactions are generally protective, but if
inappropriately deployed they are deleterious.

e The normal outcome of the response is healing with or

without scarring; alternatively, if the underlying cause

persists, chronic inflammation results.

Many of the diseases that require drug treatment

involve inflammation. Understanding the action and

use of anti-inflammatory and immunosuppressive
drugs necessitates understanding the inflammatory
reaction.

* The adaptive immune response. This appeared much
later in evolutionary terms and is found only in
vertebrates. It provides the physical basis for our
immunological ‘memory” and is the second, and
supremely effective, line of defence.

THE INNATE IMMUNE RESPONSE

Mucosal epithelial tissues constantly secrete antibacterial
proteins such as defensins together with a type of ‘all
purpose’ immunoglobulin (Ig)A as a sort of pre-emptive
defensive strategy, but elsewhere the innate response is
activated immediately following infection or injury.' It
exists in virtually all organisms and some of the mam-
malian gene families that control it were first identified in
plants and insects.

PATTERN RECOGNITION

One of the most important functions of any security
system is the ability to establish identity. How does an
organism decide whether a cell is a bona fide citizen or
an invading pathogen? In the case of the imnate response
this is achieved through a network of pattern recognition
receptors (PRRs), found in virtually all organisms.
They recognise pathogen-associated molecular patterns
(PAMPs), common products produced by bacteria, fungi,
viruses and so on that these organisms could not readily

'One immunologist described the innate response as the organism’s
‘knee jerk’ response to infection; it is an excellent description.



2 - @)
The innate immune response o

e The innate response occurs immediately on injury or
infection. It comprises vascular and cellular elements.
Mediators generated by cells or from plasma modify
and regulate the magnitude of the response.
Utilising Toll and other recognition receptors, sentinel
cells in body tissues, such as macrophages, mast and
dendritic cells detect specific pathogen-associated
molecular patterns. This triggers the release of
cytokines, particularly interleukin (IL)-1 and tumour
necrosis factor (TNF)-c, as well as various
chemokines.
IL-1 and TNF-o act on local postcapillary venular
endothelial cells, causing:
— vasodilatation and fluid exudation
— expression of adhesion molecules on the cell
surfaces.
Exudate contains enzyme cascades that generate
bradykinin (from kininogen), and C5a and C3a (from
complement). Complement activation lyses bacteria.
Cba and C3a stimulate mast cells to release histamine,
which dilates local arterioles.
e Tissue damage and cytokines release prostaglandins
PGl, and PGE, (vasodilators) and leukotriene (LT)B, (a
chemotaxin).
Cytokines stimulate synthesis of vasodilator nitric
oxide, which increases vascular permeability.
Using adhesion molecules, leukocytes roll on, adhere
to and finally migrate through activated vascular
endothelium towards the pathogen (attracted by
chemokines, IL-8, C5a, and LTB,), where
phagocytosis and killing takes place.

change to evade detection. PRRs include G protein-
coupled receptors such as the FPR (formyl peptide re-
ceptor) family that recognises N-formylated peptides
characteristic of bacterial protein synthesis (and liberated
from damaged mitochondria as well) and cytoplasmic
receptors such as the NOD-like receptors (Nucleotide-
binding Oligomerization Domain-like receptors) - a large
family of intracellular proteins that can recognise frag-
ments of bacterial proteoglycan.

Among the best-studied of these PRRs are the Toll-like
receptors (TLRs). The Toll* gene was first identified in Dro-
sophila in the mid-1990s. Analogous genes were soon
found in vertebrates and it was quickly established that
as a family, their main job was to detect highly conserved
components in pathogens and to signal their presence to
both arms of the immune system.

Approximately 10 TLRs occur in mammals. They belong
to the class of receptor tyrosine kinases (see Ch. 3), and are
phylogenetically highly conserved. Unlike the antigen
receptors on T and B cells that develop and change
through life, endowing each lymphocyte clone with a
structurally unique receptor, TLRs are encoded for by

>The name, which loosely translates from German as ‘Great!” or
‘Eureka!’, has remained firmly attached to the family.

CELLULAR MECHANISMS: HOST DEFENCE

discrete genes in the host DNA. Table 6.1 lists these recep-
tors and the pathogenic products they recognise, where
these are known. There are two maintypes of TLR, located
respectively on the cell surface and in endosomes. The
latter type generally recognises pathogen RNA/DNA
(presumably because they appear in phagosomes), while
the former recognises other pathogen components such as
cell wall material, endotoxin, etc. Some TLRs also recog-
nise ligands released when host cells are damaged (e.g.
heat shock proteins). Presumably this provides an addi-
tional way of monitoring internal damage.

How a single family of receptors can recognise such a
wide spectrum of different chemicals is a molecular
mystery. Sometimes recruiting additional ‘accessory’
binding proteins to the receptors that modulate their
binding properties solves the problem. When activated,
Toll receptors dimerise and initiate a complex signalling
pathway that activates genes coding for proteins and
factors crucial to the deployment of the inflammatory
response, many of which we will discuss below. Interest-
ingly from the pharmacological viewpoint, TLR 7 also
recognises some synthetic antiviral compounds such as
imidazoquinolones. The ability of these drugs to provoke
TLR activation probably underlies their clinical effective-
ness (see Ch. 52).

TLRs are strategically located on those ‘sentinel” cells
which are likely to come into early contact with invaders.
These include macrophages as well as mast cells and den-
dritic cells, are especially abundant in skin and other
inside-outside interfaces, as well as some intestinal epithe-
lial cells that are exposed to pathogens in the food that we
eat. Genetic defects in the TLR system have been observed.
These can lead to an inability to mount an effective host
defence response or to a low level, constitutively active
inflamimatory response.

Having outlined how ‘non-self’ pathogens are detected
by the innate immune system, we can now describe the
events that follow the ‘raising of the alarm’.

RESPONSES TO PATTERN RECOGNITION

Vascular events

Interaction of a PAMP with TLRs triggers the sentinel
cells to respond by producing a range of pro-inflammatory
polypeptides called cytokines including tuniour necrosis
factor (TNF)-a and interleukin (IL)-1. The maturation and
processing of IL-1 is managed by inflammasomes, intra-
cellular multiprotein complexes that vary according to
the type of inflammatory stimulus. The inflammasome
thus initiates a precisely tailored inflammatory response
appropriate to the situation (see Strowig et al., 2012).

Also released, either as a direct consequence of tissue
damage or following cytokine stimulation, are lower
molecular weight mediators (such as prostaglandins and
histamine) that act on the vascular endothelial cells of the
postcapillary venules, causing expression of adhiesion mol-
ecules on the intimal surface and an increase in vascular
permeability.

Leukocytes adhere to the endothelial cells through
interactions between their cell surface integrins and adhe-
sion molecules on endothelial cells and this halts their
progression through the microcirculation. They are then
able to migrate out of the vessels, attracted by cheniotax-
ins generated by the microorganisms or as a result of
their interaction with the tissues. Polypeptide clienok-
ines released during TLR activation play an important
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Table 6.1 The TLR family of pattern recognition receptors (PRRs)

PRR Pathogen recognised Ligand Host cell type Location
TLR 1 Bacteria Lipoproteins Monocyte/macrophages Surface
Some dendritic cells
B lymphocytes
TLR 2 Bacteria Lipoproteins Monocyte/macrophages Surface
Bacteria (Gm pos) Lipoteichoic acid Some dendritic cells
Parasites GPI anchors Mast cells
Yeast Cell wall carbohydrates
Damaged host cells Heat shock proteins
TLR 3 Virus dsRNA Dendritic cells Intracellular
B lymphocytes
TLR 4 Bacteria (Gm neg) Lipopolysaccharide Monocyte/macrophages Surface
Virus Some viral proteins Some dendritic cells
Damaged host cells Heat shock proteins Mast cells
Fibrinogen Intestinal epithelium
Hyaluronic acid
TERES Bacteria Flagellin Monocyte/macrophages Surface
Some dendritic cells
Intestinal epithelium
TLR 6 Mpycoplasma Lipoproteins Monocyte/macrophages Surface
Parasites GPI anchors Mast cells
Yeast Cell wall carbohydrates B lymphocytes
TLR 7 Virus ssRNA Monocyte/macrophages Intracellular
Some synthetic drugs Mast cells
B lymphocytes
TLR 8 Virus ssRNA Monocyte/macrophages Intracellular
Some dendritic cells
Mast cells
TLR 9 Virus/bacteria CpG containing DNA Monocyte/macrophages Intracellular
Some dendritic cells
B lymphocytes
TLR 10 Unknown Unknown Monocyte/macrophages Surface
B lymphocytes
TLR 118 Toxoplasma Profilin Monocyte/macrophages Surface
Liver cells
Kidney

#TLR 11 is found in mouse but not human. TLR 12-15 are not included as little is known concerning their function.
CpG DNA, unmethylated CG dinucleotide; dsRNA, double-stranded RNA; Gm neg/pos, Gram-negative/positive (bacteria);
GPI, glycosylphosphatidylinositol anchoring proteins; ssRNA, single-stranded RNA.

part in this. (Cytokines and chemokines are considered
separately in Ch. 18.)

The initial vascular events also include dilatation of
the small arterioles, resulting in increased blood flow.
This is followed by a slowing (and sometimes a cessation)
of blood flow and an increase in the permeability of
the postcapillary venules with exudation of fluid. The
vasodilatation is brought about by mediators, including
histamine, prostaglandin (PG)E, and PGI, (prostacyclin)
released from injured cells, some of which act together
with cytokines to increase vascular permeability.

The resulting fluid exudate contains the components for
four proteolytic enzyme cascades: the complement system,
the coagulation system, the fibrinolytic system and the kinin
system (see Fig. 6.1). The components of these cascades are

inactive proteases that are activated by cleavage, each
activated component then activating the next. Eventually,
the exudate drains through the lymphatics to local lymph
nodes or lymphoid tissue, where the products of the
invading microorganism trigger the adaptive phase of the
response.
V The complement system comprises nine major components,
designated C1 to C9. Activation of the cascade is initiated by sub-
stances derived from microorganisms, such as yeast cell walls or
endotoxins. This pathway of activation is termed the alternative
patlreay (Fig. 6.1) as opposed to the classic pathway, which is dealt
with later. One of the main events is the enzymatic splitting of C3,
giving rise to various peptides, one of which, C3a (termed an ana-
phylatoxin), stimulates mast cells to secrete further chemical media-
tors and can also directly stimulate smooth muscle, while C3b
(termed an opsonin) attaches to the surface of a microorganism,
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Four enzyme cascades are activated when plasma leaks out into the tissues as a result of the increased vascular

permeability of inflammation. Factors causing exudation are depicted in Figure 6.2. Mediators generated are shown in red-bordered
boxes. Complement components are indicated by C1, C2, etc. When plasmin is formed, it tends to increase kinin formation and decrease
the coagulation cascade. (Adapted from Dale MM, Foreman JC, Fan T-P (eds) 1994 Textbook of Immunopharmacology, third edn.

Blackwell Scientific, Oxford.)

facilitating ingestion by phagocytes. C5a, generated enzymatically
from C5, also releases mediators from mast cells and is a powerful
chemotactic attractant and activator of leukocytes.

The final components in the sequence, complement-derived media-
tors (C5 to C9), coalesce to form a membrane attack complex that
attaches to certain bacterial membranes, leading to lysis. Comple-
ment can therefore mediate the destruction of invading bacteria or
damage multicellular parasites; however, it may sometimes cause
injury to the host. The principal enzymes of the coagulation
and fibrinolytic cascades, thrombin and plasmin, can also activate
the cascade by hydrolysing C3, as can enzymes released from
leukocytes.

The coagulation system and the fibrinolytic system are described in
Chapter 24. Factor XII is activated to Xlla (e.g. by collagen), and the
end product, fibrin, laid down during a host-pathogen interaction,
may also serve to limit the extent of the infection. Thrombin is
additionally involved in the activation of the kinin (Fig. 6.1) and,
indirectly, the fibrinolytic systems (see Ch. 24).

The kinin system is another enzyme cascade relevant to inflam-
mation. It yields several mediators, in particular bradykinin
(Fig. 6.1).

Cellular events

Of the cells involved in inflammation, some (e.g. vascular
endothelial cells, mast cells, dendritic cells and tissue
macrophages) are normally present in tissues, while
other actively motile cells (e.g. leukocytes) gain access
from the circulating blood.

Polymorphonuclear leukocytes
Neutrophil polymorphs are the ‘shock troops’ of inflam-
mation, and are the first of the blood leukocytes to enter
an infected or damaged tissue (Fig. 6.2). The whole process
is cleverly choreographed: under direct observation, the
neutrophils may be seen first to roll along the activated
endothelium, then to adliere and finally to migrate out
of the blood vessel and into the extravascular space.
This process is regulated by the successive activation of
different families of adhesion molecules (selectins, inter-
cellular adhesion molecule [ICAM] and integrins) on the
inflamed endothelium that engage corresponding counter-
ligands on the neutrophil, capturing it as it rolls along the
surface, stabilising its interaction with the endothelial
cells and enabling it to migrate out of the vessel (using a
further adhesion molecule termed PECAM, Platelet
Endothelial Cell Adhesion Molecule). The neutrophil is
attracted to the invading pathogen by chemicals termed
chemotaxins, some of which (such as the tripeptide forimyl-
Met-Leu-Phe) are released by the microorganism, whereas
others, such as Cba, are produced locally or in some cases
released (e.g. chemokines such as IL.-8), from nearby cells
such as macrophages.

Neutrophils can engulf, kill and digest microorganisms.
Together with eosinophils, they have surface receptors for
C3b, which acts as an opsonin that forms a link between
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Fig. 6.2 Simplified diagram of the events leading up to polymorphonuclear leukocyte (PMN) migration in a local acute
inflammatory reaction. In response to activation of pattern recognition receptors, tissue macrophages release the proinflammatory
cytokines interleukin (IL)-1 and tumour necrosis factor (TNF)-o.. These act on the endothelial cells of postcapillary venules, causing
exudation of fluid and expression of adhesion factors that recognise counter-ligands on blood-borne neutrophils. Free flowing neutrophils
in the blood are first ‘captured’ by selectins on activated endothelial cells. These cells then roll along the endothelium before their progress
is arrested by the action of integrins and they adhere to the vessel wall.

The activated cells then ‘crawl’ along the endothelium until they find a suitable site for transmigration. This can take two forms: in a
minority of cases, cells can actually move through endothelial cells (transcellular transmigration) or, in most cases, the neutrophils migrate
through the junction between endothelial cels (paracellular transmigration). In each case, further adhesion molecules are employed to

In addition to traversing this barrier, the migrating cells must now migrate through gaps in the layer of pericytes (contractile cells) that
surround the venules as well as the basement membrane (comprised of connective tissue). Chemotactic gradients formed by the
release of substances released by or from the pathogen guide the cell to its target where it can kill and or phagocytose the invader.
Neutrophils characteristically die after this event, in which case they enter apoptosis and are phagocytosed by macrophages, resolving

Photo inset: Photomicrograph of a normal, un-inflamed microcirculation in the mesenteric bed of mouse (left hand panel) and following
a period of inflammation (right hand panel). The arrows indicate neutrophils adhering to the endothelium as well as some that have already
transmigrated. (Diagram modified from Nourshargh et al., 2010. Picture courtesy of Drs S. Yazid, G. Leoni and D. Cooper.)
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neutrophil and invading bacterium. (An even more effec-
tive link may be made by antibodies.) Neutrophils kill
microorganisms by generating toxic oxygen products and
other mechamsms, and enzymatic digestion then follows.
If the neutrophil is inappropriately activated, these
weapons may be turned inadvertently on the host’s
tissues, causing damage. When neutrophils have released
their toxic chemicals, they undergo apoptosis and must be
cleared by macrophages. It is this mass of live and apop-
totic neutrophils that constitutes “pus’.

Mast cells

Important ‘sentinel’ cells that express TLRs, mast cells
also have surface receptors both for IgE and for the
complement-derived anaphylotoxins C3a and Cba. Ligands
acting at these receptors trigger mediator release, as does
direct physical damage. One of the main substainces re-
leased is histamine; others include heparin, leukotrienes,
PGD,, platelet-activating factor (PAF), nerve growth factor
and some interleukins and proteases. Unusually, mast cells

have preformed packets of cytokines that they cai re-
lease instantaneously when stimulated. This makes them
extremely effective triggers of the inflammatory response.

Monocytes/macrophages

Monocytes follow polymorphs into inflammatory lesions
after a delay (sometimes several hours). Adhesion to
endothelium and migration into the tissue follow a pattern
similar to that of the neutrophils, although monocyte
chemotaxis utilises additional chemokines, such as MCP-
1* (which, reasonably enough, stands for Monocyte
Chemoattractant Protein-1) and RANTES (which very
unreasonably stands for Regulated on Activation Normal
T cell Expressed and Secreted; immunological nomencla-
ture has excelled itself here!).

*Human immunodeficiency virus-1 binds to the surface CD4
glycoprotein on monocytes/ macrophages but is able to penetrate the
cell only after binding also to MCP-1 and RANTES receptors. This is a
case where the innate immune system inadvertently aids the enemy.



Once in tissues, blood monocytes differentiate into nac-
rophages.* The newly differentiated cell may acquire an M1
or an M2 phenotype depending upon the types of cytokines
it secretes. The former is generally regarded as a pro-
inflammatory cell whereas the latter is probably more
involved in tissue repair and healing. These cells therefore
have a remarkable range of abilities, being not only a jack-
of-all-trades but also a master of many.

Activation of monocyte/macrophage TLRs stimulates
the generation and release of chemokines and other
cytokines that act on vascular endothelial cells, attract
other leukocytes to the area and give rise to systemic
manifestations of the inflammatory response such as
fever. Macrophages engulf tissue debris and dead cells, as
well as phagocytosing and killing most (but unfortunately
not all) microorganisms. They also play an important part
in antigen presentation. When stimulated by glucocorti-
coids, macrophages secrete annexin-1 (a potent anti-
inflammatory polypeptide; see Ch. 33), which controls the
development of the local inflammatory reaction limiting
any collateral damage.

Dendritic cells

These are present in many tissues, especially those that
subserve a barrier function (e.g. the skin, where they are
sometimes referred to as Langerhans cells after their dis-
coverer). As an important type of ‘sentinel cell’ they can
detect the presence of pathogens and when thus activated
they can migrate into lymphoid tissue, where they play
an important part in antigen presentation.

Eosinophils

These cells have similar capacities to neutrophils but are
also ‘armed’ with a battery of substances stored in their
granules, which, when released, kill multicellular para-
sites (e.g. helminths). These include eosinophil cationic
protein, a peroxidase enzyme, the cosinophil major basic
protein and a neurotoxin. The eosinophil is considered by
many to be of primary importance in the pathogenesis of
the late phase of asthma where, it is suggested, secreted
granule proteins cause damage to bronchiolar epithelium
(see Fig. 28.4).

Basophils

Basophils are very similar in many respects to mast cells.
Except in certain inflammatory diseases, such as viral
infections and myeloproliferative disorders, the basophil
content of the tissues is generally negligible and in health
they form only <0.1% of circulating white blood cells.

Vascular endothelial cells

Vascular endothelial cells (see also Chs 22 and 23), origi-
nally considered as passive lining cells, are now known
to play an active part in inflammation. Small arteriole
endothelial cells secrete nitric oxide (NO), causing relaxa-
tion of the underlying smooth muscle (see Ch. 20),
vasodilatation and increased delivery of plasma and
blood cells to the inflamed area. The endothelial cells of
the postcapillary venules regulate plasma exudation
and thus the delivery of plasma-derived mediators (see
Fig. 6.1). Vascular endothelial cells express several adhe-
sion molecules (the ICAM and selectin families; see Fig.
6.2), as well as a variety of receptors, including those for
histamine, acetylcholine and IL-1. In addition to NO, the

‘Literally ‘big eaters’, compared with neutrophils, originally called
microphages or ‘little eaters’.
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cells can synthesise and release the vasodilator agents
PGl and PGE,, the vasoconstrictor agent endothelin, plas-
minogen activator, PAF and several cytokines. Endothe-
lial cells also participate in the angiogenesis that occurs
during inflammatory resolution, chronic inflammation
and cancer (see Chs 5 and 56).

Platelets

Platelets are involved primarily in coagulation and throm-
botic phenomena (see Ch. 24) but also play a part in
inflammation. They have low-affinity receptors for IgE,
and are believed to contribute to the first phase of asthma
(Fig. 28.1). In addition to generating thromboxane (TX)A,
and PAF, they can generate free radicals and pro-
inflammatory cationic proteins. Platelet-derived growth
factor contributes to the repair processes that follow
inflammatory responses or damage to blood vessels.

Natural killer cells

Natural killer (NK) cells are a specialised type of lym-
phocyte. In an unusual twist to the receptor concept, NK
cells kill targets (e.g. virus-infected or tumour cells) that
lackligands for inhibitory receptors on the NK cells them-
selves. The ligands in question are the major histocompat-
ibility complex (MHC) molecules, and any cells lacking
these become a target for NK-cell attack, a strategy some-
times called the ‘mother turkey strategy”.> MHC proteins
are expressed on the surface of most host cells and, in
simple terms, are specific for that individual, enabling the
NK cells to avoid damaging host cells. NK cells have other
functions: they are equipped with Fc receptors and, in
the presence of antibodies directed against a target cell,
they can kill the cell by antibody-dependent cellular
cytotoxicity.

THE ADAPTIVE IMMUNE RESPONSE

The adaptive response provides the physical basis for an
‘immunological memory’. It provides a more powerful
defence than the innate response as well as being highly
specific for the invading pathogen. Here we will provide
only a simplified outline, stressing those aspects relevant
for an understanding of drug action; for more detailed
coverage, see textbooks in the References and Further
Reading section at the end of this chapter.

The key cells are the lymplocytes. These are long-lived
cells derived from precursor cells within the bone marrow.
Following release into the blood and maturation, they
dwell in the lymphoid tissues such as the lymph nodes
and spleen. Here, they are poised to detect, intercept and
identify foreign proteins presented to them by antigen
presenting cells (APCs) such as the macrophage or the den-
dritic cells. The three main groups of lymphocytes are:

* B cells, which mature in the bone marrow. They are
responsible for antibody production, i.e. the hunoral
immune response.

e Tcells, which mature in the thymus. They are
important in the induction phase of the immune
response and in cell-mediated immune reactions.

*Richard Dawkins in River out of Eden, citing the zoologist Schliedt,
explains that the ‘rule of thumb a mother turkey uses to recognise nest
robbers is a dismayingly brusque one; in the vicinity of the nest, attack
anything that moves unless it makes a noise like a baby turkey’ (quoted
by Karre & Welsh, 1997).
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The adaptive response i

e The adaptive (specific, acquired) immunological
response boosts the effectiveness of the innate
responses. It has two phases, the induction phase and
the effector phase, the latter consisting of (i) antibody-
mediated and (i) cell-mediated components.

e During the induction phase, naive T cells bearing either
the CD4 or the CD8 co-receptors are presented with
antigen, triggering proliferation:

— CD8-bearing T cells develop into cytotoxic T cells
that can kill virally infected cells

— CD4-bearing T-helper (Th) cells are stimulated by
different cytokines to develop into Th1, Th2, Th17 or
Treg cells

— Th1 cells develop into cells that release cytokines
that activate macrophages; these cells, along with
cytotoxic T cells, control cell-mediated responses

— Th2 cells control antibody-mediated responses by
stimulating B cells to proliferate, giving rise to
antibody-secreting plasma cells and memory cells

— Th17 cells are similar to Th1 cells and are important
in some human diseases such as rheumatoid arthritis

— Treg cells restrain the development of the immune
response.

e The effector phase depends on antibody- and
cell-mediated responses.

e Antibodies provide:

— more selective complement activation

— more effective pathogen phagocytosis

— more effective attachment to multicellular parasites,
faciitating their destruction

— direct neutralisation of some viruses and of some
bacterial toxins.

¢ Cell-mediated reactions:

— CD8" cytotoxic T cells that kill virus-infected cells

— cytokine-releasing CD4* T cells that enable
macrophages to Kill intracellular pathogens such as
the tubercle bacillus

— memory cells primed to react rapidly to a known
antigen

— provide help for B cell activation.

e Inappropriately deployed immune reactions are termed
hypersensitivity reactions.

Anti-inflammatory and immunosuppressive drugs are
used when the normally protective inflammatory and/or
immune responses escape control.

e NK (natural killer) cells. These are really part of the
innate system. They are activated by interferons and
release cytotoxic granules that destroy target cells
identified as ‘foreign’ or abnormal.

T and B lymphocytes express antigen-specific receptors
that recognise and react with virtually all foreign proteins
and polysaccharides that we are likely to encounter during
our lifetime. This receptor repertoire is generated ran-
domly and so would recognise ‘self’ proteins as well as
foreign antigens if it were not that tolerance to self-antigens
is acquired during fetal life by apoptotic deletion of T-cell

clones in the thymus that recognise the host’s own tissues.
Dendritic cells and macrophages involved in the innate
response also have a role in preventing harmful immune
reactions against the host’s own cells.

The adaptive immune response occurs in two phases,
termed the induction phase and the effector phase.

THE INDUCTION PHASE

During the induction phase, antigen is ‘presented’ to T
cells in the lymph nodes by macrophages or large den-
dritic cells. This is followed by complex interactions of
those T cells with B cells and other T cells (Fig. 6.3). The
antigen may constitute part of an invading pathogen (e.g.
the coat of a bacterium) or be released by such an organ-
ism (e.g. a bacterial toxin), or it may be a vaccine or a
substance introduced experimentally in the laboratory to
study the inimune response (e.g. the injection of egg
albumin into the guinea pig). APCs ingest and proteolyti-
cally ‘process’ the antigen and once they reach local lymph
nodes, they ‘present’ the fragments on their surface to
lymphocytes in combination with various major histocon:-
patibility complex (MHC) molecules (Fig. 6.4). Two types
of lymphocytes “attend” APCs. They are generally distin-
guished by the presence, on their surface, of CD4 or CD8
receptors. These are co-receptors that cooperate with the
main antigen-specific receptors in antigen recognition.
Macrophages also carry surface CD4 proteins.

The two types of lymphocyte involved in the adaptive
response are:

e Uncommitted (naive) CD4* T-helper (Th)
lymphocytes, or T-helper precursor (Thp) cells, in
association with class I MHC molecules (see Fig. 6.4).

e Naive CD8" T lymphocytes in association with class
[ MHC molecules.’

Activation of a T cell by an APC requires that several
signals pass between the two cells at this ‘immune synapse’
(Fig. 6.4; see Medzhitov & Janeway, 2000). After activa-
tion, the T cells both generate IL-2 and acquire IL-2 recep-
tors. Some potent anti-inflammatory drugs block this
receptor, thus preventing l;/mphocyte proliferation (see
Ch. 26). IL-2 has an autocrine” action, stimulating prolifera-
tion and giving rise to a clone of T cells termed T/0 cells,
which, depending on the prevailing cytokine milieu, give
rise to different subsets of armed helper cells. There are
four major types of these ‘helper cells’, each of which
generates a characteristic cytokine profile, possesses a
unique surface marker profile and has a different role in
disease. These characteristics are summarised in Table 6.2.
Knowledge of the relationship between T-cell subsets,
their respective cytokine profiles and pathological condi-
tions can be used to manipulate the immune responses for
disease prevention and treatment. There are already many
experimental models in which modulation of the Th1/
Th2 balance with recombinant cytokines or cytokine
antagonists alters the outcome of the disease.

The main reason that it is difficult to transplant organs such as kidneys
from one person to another is that their respective MHC molecules are
different. Lymphocytes in the recipient will react to non-self (allogeneic)
MHC molecules in the donor tissue, which is then likely to be rejected
by a rapid and powerful immunological reaction.

”Autocrine’ signalling means that the mediator acts on the cell that
released it. ‘Paracrine’ signalling means that the mediator acts on
neighbouring cells.
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Fig. 6.3 Simplified diagram of the induction and effector phases of lymphocyte activation. Antigen-presenting cells (APCs) ingest and
process antigen (A-D) and present fragments to naive, uncommitted CD4 T cells in conjunction with major histocompatibility complex (MHC)
class llmolecules, or to naive CD8 T cells in conjunction with MHC class | molecules, thus ‘arming’ them. The armed CD4* T cells synthesise
and express interleukin (IL)-2 receptors and release this cytokine, which stimulates the cells by autocrine action, causing generation and
proliferation of T-helper zero (ThO) cells. Autocrine cytokines (e.g. IL-4) cause differentiation of some ThO cells to give Th2 cells, which are
responsible for the development of antibody-mediated immune responses. These Th2 (and sometimes Th1) cells cooperate with and activate
} B cells to proliferate and give rise eventually to memory B cels (MB) and plasma cells (P), which secrete antibodies. The T cells that aid B cells
| in this way are referred to as Ty (follicular homing) cells. Other autocrine cytokines (e.g. IL-2) cause proliferation of ThO cells to give Th1,
Th17 oriTreg cells. Th1 and Th17 cells secrete cytokines that activate macrophages (responsible for some cell-mediated immune reactions).
iTreg (inducible Treg derived from ThO precursors) and nTreg (naturally occurring Tregmatured in the thymus) cells restrain and inhibit the
development of the immune response, thus preventing autoimmunity and excessive immune activation.

The armed CD8* T cells (E) also synthesise and express IL-2 receptors and release IL-2, which stimulates the cells by autocrine action to
proliferate and give rise to cytotoxic T cells (TC). These can kill virally infected cells. IL-2 secreted by CD4* cells also plays a part in stimulating
CD8* cells to proliferate. Note that the ‘effector phase’ depicted above relates to the ‘protective’ action of the immune response. When the
response is inappropriately deployed - as in chronic inflammatory conditions such as rheumatoid arthritis — the Th1/Th17 component of the
immune response is dominant and the activated macrophages release IL-1 and tumour necrosis factor (TNF)-c., which in turn trigger the
release of the chemokines and inflammatory cytokines that play a major role in the pathology of the disease. MT and MB, memory T and B

cells, respectively.

THE EFFECTOR PHASE

During the effector phase, the activated B and T lym-
phocytes differentiate either into plasma cells or into
memory cells. The B plasma cells produce specific antibod-
ies, which are effective in the extracellular fluid, but which
cannot neutralise pathogens within cells. T-cell-mediated
immune mechanisms overcome this problem by activat-
ing macrophages or directly killing virus-infected host
cells. Antigen-sensitive menory cells are formed when the
clone of lymphocytes that are programmed to respond to
an antigen is greatly expanded after the first contact with

the organism. They allow a greatly accelerated and more
effective response to subsequent antigen exposure. In
some cases, the response is so rapid and efficient that,
after one exposure, the pathogen can never gain a foot-
hold again. Vaccination and immunisation procedures
make use of this fact.

THE ANTIBODY-MEDIATED (HUMOURAL) RESPONSE

There are five main classes of antibody - IgG, IgM,
IgE, IgA and IgD - which differ from each other in
certain  structural respects. All are y-globulins
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Fig. 6.4 The activation of a T cell by an antigen-presenting cell (APC). [A] The APC encounters a foreign protein and this is
proteolytically processed into peptide fragments. The activation process then involves three stages: (i) Interaction between the complex of
pathogen-derived antigen peptide fragments with major histocompatibility complex (MHC) class || and the antigen-specific receptor on the
T cell. [B] (i) Interaction between the CD4 co-receptor on the T cell and an MHC molecule on the APC. (ii) The B7 protein on the APC cell
surface binds to CD28 on the T cell providing a co-stimulatory signal. The CD4 co-receptor, together with a T-cell chemokine receptor,
constitute the main binding sites for the HIV virus (see Fig. 52.3).

Table 6.2 Lymphocyte subsets, their role in host defence and relationship to inflammatory disease

Main
Lymphocyte  Cytokine cytokines
subset stimulus Main role in adaptive response produced Role in disease
ThO IL-2 To act as a precursor cell type for further - =
differentiation
Thi IL-2 ‘Cell-mediated immunity’ IFN-y, IL-2 Insulin-dependent diabetes
Cytokines released from these cells: activate and TNF-o mellitus (Ch. 31), multiple
macrophages to phagocytose and kill sclerosis, Helicobacter
microorganisms and kill tumour cells; drive pylori-induced peptic ulcer
proliferation and maturation of the clone into (Ch. 30), aplastic anaemia
cytotoxic T cells that kill virally infected host (Ch. 25) and rheumatoid
cells; reciprocally inhibit Th2 cell maturation arthritis (Ch. 26).
Allograft rejection
Th2 IL-4 ‘Humoral immunity’ IL-4, IL-5, Asthma (Ch. 28) and
Cytokines released from these cells: stimulate B TGF-B, allergy.
cells to proliferate and mature into plasma cells IL-10 and AIDS progression is
producing antibodies; enhance differentiation IL-13 associated with loss of Th1
and activation of eosinophils and reciprocally cells and is facilitated by
inhibit Th1/Th17-cell functions. For this reason, Th2 responses
they are often thought of as anti-inflammatory
Th17 TGF-B, IL-6 and A specialised type of Th1 cell IL-17 The response to infection,
IL-21 organ-specific immune
responses and in the
pathogenesis of diseases
such as rheumatoid arthritis
and multiple sclerosis
iTreg IL-10 and TGF-B Restraining the immune response, preventing IL-10 and Failure of this mechanism
autoimmunity and curtailing potentially TGF-B can provoke excessive
e R damaging inflammatory responses inflammation

thymus

IFN, interferon; IL, interleukin; iTreg, inducible Treg cells; nTreg, naturally occurring Treg cells; TGF, transforming growth factor; TNF,
tumour necrosis factor.



(immunoglobulins), which both recognise and interact
specifically with antigens (i.e. proteins or polysaccharides
foreign to the host), as well as activating one or more
further components of the host’s defence systems.

V¥ Anantibody is a Y-shaped protein molecule (see Ch. 59) in which

the arms of the Y (the Fab portion) include the recognition site for

specific antigens, and the stem of the Y (the Fc portion) activates
host defences. The B cells that are responsible for antibody produc-
tion recognise foreign molecules by means of surface receptors that
are essentially similar to the imimunoglobulin that that B-cell clone
will eventually produce. Mammals harbour a vast number of B-cell
clones that produce different antibodies with recognition sites for
different antigens.
The induction of antibody-mediated responses varies with
the type of antigen. With most antigens, a cooperative
process between Th2 cells and B cells is generally neces-
sary to produce a response. B cells can also present antigen
to T cells that then release cytokines that act further on the
B cell. The anti-inflammatory glucocorticoids (see Chs 26
and 33) and the immunosuppressive drug ciclosporin (see
Ch. 26) affect the molecular events at the stage of induc-
tion. The cytotoxic immunosuppressive drugs (see Ch. 26)
inhibit the proliferation of both B and T cells. Eicosanoids
may play a part in controlling these processes as prostag-
landins of the E series can inhibit lymphocyte prolifera-
tion, probably by inhibiting the release of IL-2.

As you might guess, the ability to make antibodies has
huge survival value; children born without this ability®
suffer repeated infections such as pneumonia, skin infec-
tions and tonsillitis. Before the days of antibiotics, they
died in early childhood, and even today they require
regular replacement therapy with immunoglobulin. Apart
from their ability to neutralise pathogens, antibodies can
boost the effectiveness and specificity of the host’s defence
reaction in several ways.

Antibodies and complement

Formation of the antigen-antibody complex exposes a
binding site for complement on the Fc domain. This
activates the complement sequence and sets in train its
attendant biological effects (see Fig. 6.1). This route to
C3 activation (the classic patlroay) provides an especially
selective way of activating complement in response to a
particular pathogen, because the antigen-antibody reac-
tion that initiates it is not only a highly specific recogni-
tion event, but also occurs in close association with the
pathogen. The lytic property of complement can be used
therapeutically: monoclonal antibodies (mAbs) and com-
plement together can be used to rid bone marrow of
cancer cells as an adjunct to chemotherapy or radiother-
apy (see Ch. 56).

Antibodies and the phagocytosis of bacteria

When antibodies are attached to their antigens on micro-
organisms by their Fab portions, the Fc domain is exposed.
Phagocytic cells (neutrophils and macrophages) express
surface receptors for these projecting Fc portions, which
serve as a very specific link between microorganism and
phagocyte.

Antibodies and cellular toxicity
In some cases, for example with parasitic worms, the
invader may be too large to be ingested by phagocytes.

*Mainly boys: ‘Bruton’s agamimaglobulinaemia’ is caused by a defect in
a tyrosine kinase (Btk) coded on the X chromosome (Colonel Bruton
was chief of paediatrics at the Walter Reid army hospital).
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Antibody molecules can form a link between parasite and
the host’s white cells (in this case, eosinophils), which are
then able to damage or kill the parasite by surface or extra-
cellular actions. NK cells in conjunction with Fc receptors
can also kill antibody-coated target cells (an example of
antibody-dependent cell-mediated cytotoxicity; ADCC).

Antibodies and mast cells or basophils

Mast cells and basophils have receptors for IgE, a particu-
lar form of antibody that can attach (‘fix’) to their cell
membranes. When this cell-fixed antibody reacts with an
antigen, an entire panoply of pharmacologically active
mediators is secreted. This very complex reaction is found
widely throughout the animal kingdom and presumably
confers clear survival value to the host. Having said that,
its precise biological significance is not always entirely
clear, although it may be of importance in association with
eosinophil activity as a defence against parasitic worms.
When inappropriately triggered by substances not inher-
ently damaging to the host, it is implicated in certain types
of allergic reaction and seemingly contributes more to
illness than to survival in the modern world.

THE CELL-MEDIATED IMMUNE RESPONSE

Cytotoxic T cells (derived from CD8* cells) and inflamma-
tory (cytokine-releasing) Thl cells are attracted to inflam-
matory sites in a similar manner to neutrophils and
macrophages, and are involved in cell-mediated responses
(see Fig. 6.3).

Cytotoxic T cells

Armed cytotoxic T cells kill intracellular microorganisms
such as viruses. When a virus infects a mammalian cell,
there are two aspects to the resulting defensive response.
The first step is the expression on the cell surface of pep-
tides derived from the pathogen in association with MHC
molecules. The second step is the recognition of the
peptide-MHC complex by specific receptors on cytotoxic
(CD8") T cells (Fig. 6.4 shows a similar process for a CD4* T
cell). The cytotoxic T cells then destroy virus-infected cells
by programming them to undergo apoptosis. Cooperation
with macrophages may be required for killing to occur.

Macrophage activating CD4* Th1 cells

Some pathogens (e.g. Mycobacteria, Listeria) survive and
multiply within macrophages after ingestion. Armed
CD4" Thl cells release cytokines that activate macro-
phages to kill these intracellular pathogens. Th1 cells also
recruit macrophages by releasing cytokines that act on
vascular endothelial cells (e.g. TNF-ot) and chemokines
(e.g. macrophage chemotactic factor-1; MCP-1) that attract
the macrophages to the sites of infection.

A complex of microorganism-derived peptides plus
MHC molecules is expressed on the macrophage surface
and is recognised by cytokine-releasing Th1 cells, which
then generate cytokines that enable the macrophage to
deploy its killing mechanisms. Activated macrophages
(with or without intracellular pathogens) are veritable
factories for the production of chemical mediators: they
can generate and secrete not only many cytokines but
also toxic oxygen metabolites and neutral proteases that
kill extracellular organisms (e.g. Pneuniocystis jiroveci and
helminths), complement components, eicosanoids, NO, a
fibroblast-stimulating factor, pyrogens and the ‘tissue
factor’ that initiates the extrinsic pathway of the coagula-
tion cascade (Ch. 24), as well as various other coagulation
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factors. It is primarily the cell-mediated reaction that is
responsible for allograft rejection. Macrophages are also
important in coordinating the repair processes that must
occur for inflammation to resolve.

The specific cell-mediated or humoral immunological
response is superimposed on the innate non-specific vas-
cular and cellular reactions described previously, making
them not only markedly more effective but much more
selective for particular pathogens.

The general events of the inflammatory and hypersen-
sitivity reactions specified above vary in some tissues. For
example, in the airway inflammation of asthma, eosi-
nophils and neuropeptides play a particularly significant
role (see Ch. 28). In central nervous system (CNS) inflam-
mation, there is less neutrophil infiltration and monocyte
influx is delayed, possibly because of lack of adhesion
molecule expression on CNS vascular endothelium and
deficientgenerationof chemokines. It haslong beenknown
that some tissues - the CNS parenchyma, the anterior
chamber of the eye and the testis - are inmunologically
privileged sites, in that a foreign antigen introduced directly
does not provoke an immune reaction (which could be
very disadvantageous to the host). However, introduction
elsewhere of an antigen already in the CNS parenchyma
will trigger the development of immune/inflammatory
responses in the CNS.

SYSTEMIC RESPONSES IN INFLAMMATION

In addition to the local changes in an inflammatory site,
there are often general systemic manifestations of inflam-
matory disease, including fever, an increase in blood leu-
kocytes termed leukocytosis (or neutrophilia if the increase
is in the neutrophils only) and the release from the
liver of acute-phase proteins. These include C-reactive
protein, oy-macroglobulin, fibrinogen, os-antitrypsin,
serum amyloid A and some complement components.
While the function of many of these components is still a
matter of conjecture, many seem to have some antimicro-
bial actions. C-reactive protein, for example, binds to
some microorganisms, and the resulting complex acti-
vates complement. Other proteins scavenge iron (an
essential nutrient for invading organisms) or block pro-
teases, perhaps protecting the host against the worst
excesses of the inflammatory response.

THE ROLE OF THE NERVOUS SYSTEM
IN INFLAMMATION

It has become clear in recent years that the central, auto-
nomic and peripheral nervous systems all play an impor-
tant part in the regulation of the inflammatory response.
This occurs at various levels:

e The neuroendocrine system. Adrenocorticotrrophic
hormone (ACTH), released from the anterior pituitary
gland in response to endogenous circadian rhythm or
to stress, releases cortisol from the adrenal glainds.
This hormone plays a crucial role in regulating
immune function at all levels, hence the use of
glucocorticoid drugs in the treatment of inflaimmatory
disease. This topic is explored fully in Chs 26 and 33.

e The central nervous systen. Surprisingly, cytokines
such as IL-1 can signal the development of an
inflammatory response directly to the brain through

receptors on the vagus nerve. This may elicit an
‘inflammatory reflex” and trigger activation of a
cholinergic anti-inflammatory pathway. See Tracey
(2002) and Sternberg (2006) for interesting
discussions of this topic.

* The autonoinic nervous system. Both the sympathetic
and parasympathetic systems can influence the
development of the inflammatory response.
Generally speaking, their influence is anti-
inflammatory. Receptors for noradrenaline and
acetylcholine are found on macrophages and many
other cells involved in the inimune response
although it is not always entirely clear exactly
where their ligands originate.

* Peripheral sensory neurons. Some sensory neurons
release inflamimatory neuropeptides when
appropriately stimulated. These neurons are fine
afferents (capsaicin-sensitive C and AS fibres; see
Ch. 42) with specific receptors at their peripheral
terminals. Kinins, 5-hydroxytryptamine and other
chemical mediators generated during inflammation
act on these receptors, stimulating the release of
neuropeptides such as the tachykinins (neurokinin
A, substance P) and calcitonin gene-related peptide
(CGRP), which have proinflammatory or algesic
actions. The neuropeptides are considered further in
Chapter 18.

UNWANTED INFLAMMATORY AND
IMMUNE RESPONSES

The immune response has to strike a delicate balance.
According to one school of thought, an infection-proof
immune system would be a possibility but would come
at a serious cost to the host. With approximately 1 trillion
potential antigenic sites in the host, such a ‘super-immune’
system would be some 1000 times more likely to attack
the host itself, triggering autoinimune disease. In addition,
it is not uncommmon to find that ordinarily innocuous sub-
stances such as pollen or peanuts sometimes inadvert-
ently activate the immune system. When this happens, the
ensuing inflammation itself inflicts damage and may be
responsible for the major symptoms of the disease - either
acutely as in (for example) anaphylaxis, or chronically in
(for example) asthma or rheumatoid arthritis. In either
case, anti-inflammatory or immunosuppressive therapy
may be required.

V¥ Unwanted immune responses, termed allergic or hypersensitivity

reactions, are generally classified into four types.

Type | hypersensitivity
V Also called innuediate or anaphylactic hypersensitivity (often known
simply as ‘allergy’), type 1 hypersensitivity occurs in individuals
who predominantly exhibit a Th2 rather than a Thl response to
antigen. In these individuals, substances that are not inherently
noxious (such as grass pollen, house dust mites, certain foodstuffs
or drugs, animal fur and so on) provoke the production of antibod-
ies of the IgE type.® These fix on mast cells, in the lung, and also to
eosinophils. Subsequent contact with the substance causes the
release of histamine, PAF, eicosanoids and cytokines. The effects
may be localised to the nose (hay fever), the bronchial tree (the initial
phase of asthma), the skin (urticaria) or the gastrointestinal tract.
In some cases, the reaction is more generalised and produces

Such individuals are said to be ‘atopic’, from a Greek word meaning
‘out of place’.



anaphylactic shock, which can be severe and life-threatening. Some
important unwanted effects of drugs include anaphylactic hyper-
sensitivity responses (see Ch. 57).

Type Il hypersensitivity

V Also called antibody-dependent cytotoxic hypersensitivity, type Il
hypersensitivity occurs when the mechanisms outlined above are
directed against cells within the host that are (or appear to be)
foreign. For example, host cells altered by drugs are sometimes
mistaken by the immune system for foreign proteins and evoke
antibody formation. The antigen-antibody reaction triggers comple-
ment activation (and its sequelae) and may promote attack by NK
cells. Examples include alteration by drugs of neutrophils, leading
to agranulocytosis (see Ch. 56), or of platelets, leading to Hirombocy-
topenic purpura (Ch. 24). These type Il reactions are also implicated
in some types of autoinumme thyroiditis (e.g. Haslimoto's discase; see
Ch. 34).

Type lll hypersensitivity

V Also called complex-mediated hypersensitivity, type Il hypersensi-
tivity occurs when antibodies react with soluble antigens. The
antigen-antibody complexes can activate complement or attach to
mast cells and stimulate the release of mediators.

An experimental example of this is the Artlus reaction that occurs if
a foreign protein is injected subcutaneously into a rabbit or guinea
pig with high circulating concentrations of antibody. Within 3-8
hours the area becomes red and swollen because the antigen-
antibody complexes precipitate in small blood vessels and activate
complement. Neutrophils are attracted and activated (by C5a) to
generate toxic oxygen species and to secrete enzymes.

Mast cells are also stimulated by C3a to release mediators. Damage
caused by this process is involved in serum sickness, caused when
antigen persists in the blood after sensitisation, causing a severe
reaction, as in the response to mouldy hay (known as farmer’s lung),
and in certain types of autoimmune kidney and arterial disease.
Type 1l hypersensitivity is also implicated in lupus erythematosus (a
chronic, autoimmune inflammatory disease).

Type IV hypersensitivity

V The prototype of type IV hypersensitivity (also known as cell-
mediated or delayed hypersensitivity) is the tuberculin reaction, a local
inflammatory response seen when proteins derived from cultures of
the tubercle bacillus are injected into the skin of a person who has
been sensitised by a previous infection or immunisation. An ‘inap-
propriate’ cell-mediated immune response is stimulated, accompa-
nied by infiltration of mononuclear cells and the release of various
cytokines. Cell-mediated hypersensitivity is also the basis of the
reaction seen in some other infections (e.g. mumps and measles), as
well as with mosquito and tick bites. It is also important in the skin
reactions to drugs or industrial chemicals (see Ch. 57), where the

CELLULAR MECHANISMS: HOST DEFENCE

chemical (termed a lapten) combines with proteins in the skin to

form the ‘foreign’ substance that evokes the cell-mediated immune

response (Fig. 6.3).
In essence, inappropriately deployed T-cell activity under-
lies all types of hypersensitivity, initiating types I, II
and III, and being involved in both the initiation
and the effector phase in type IV. These reactions are the
basis of the clinically important group of autoimmune
diseases. Immunosuppressive drugs (Ch. 26) and/ or glu-
cocorticoids (Ch. 33) are routinely employed to treat such
disorders.

THE OUTCOME OF THE INFLAMMATORY
RESPONSE

It is important not to lose sight of the fact that the inflam-
matory response is a defence mechanism and not, ipso
facto, a disease. Its role is to restore normal structure and
function to the infected or damaged tissue and, in the vast
majority of cases, this is what occurs. The healing and
resolution phase of the inflammatory response is an active
process and does not simply “happen’ in the absence of
further inflammation. This is an area that we are just
beginning to understand, but it is clear that it utilises
its own unique palette of mediators and cytokines
(including various growth factors, annexin-Al, lipoxins,
resolvins and IL-10; see Ch. 18) to terminate residual
inflammation and to promote remodelling and repair of
damaged tissue.

In some cases healing will be complete, but if there has
been marked damage, repair is usually necessary and this
may result in scarring. If the pathogen persists, the acute
inflammatory response is likely to transform into a chronic
inflammatory response. This is a slow, smouldering reac-
tion that can continue indefinitely, destroying tissue and
promoting local proliferation of cells and connective
tissue. The principal cell types found in areas of chronic
inflammation are mononuclear cells and abnormal
macrophage-derived cells. During healing or chronic
inflammation, growth factors trigger angiogenesis and
cause fibroblasts to lay down fibrous tissue. Infection by
some microorganisms, such as syplilis, tuberculosis and
leprosy, bears the characteristic hallmarks of chronic
inflammation from the start. The cellular and mediator
components of this type of inflammation are also seen in
many, if not most, chronic autoimmune and hypersensi-
tivity diseases, and are important targets for drug action.
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Method and measurement
in pharmacology

OVERVIEW

We emphasised in Chapters 2 and 3 that drugs,
being molecules, produce their effects by interacting
with other molecules. This interaction can lead to
effects at all levels of biological organisation, from
molecules to human populations.’

Gaddum, a pioneering pharmacologist, com-
mented in 1942: ‘A branch of science comes of age
when it becomes quantitative.” In this chapter, we
cover the principles of metrication at the various
organisational levels, ranging from laboratory
methods to clinical trials. Assessment of drug action
at the population level is the concern of pharmaco-
epidemiology and pharmacoeconomics (see Ch. 1),
disciplines that are beyond the scope of this book.

We consider first the general principles of bio-
assay, and its extension to studies in human beings;
we describe the development of animal models to
bridge the predictive gap between animal physiol-
o?y and human disease; we next discuss aspects
of clinical trials used to evaluate therapeutic effi-
cacy in a clinical setting; finally, we consider the
principles of balancing benefit and risk. Experimen-
tal design and statistical analysis are central to the
interpretation of all types of pharmacological data.
Kirkwood & Sterne (2003) provide an excellent
introduction.

BIOASSAY

Bioassay, defined as the estimation of the concentration or
potency of a substance by measurement of the biological
response that it produces, has played a key role in the
development of pharmacology. Quantitation of drug
effects by bioassay is necessary to compare the properties
of different substances, or the same substance under dif-
ferent circumstances. It is used:

* to measure the pharmacological activity of new or
chemically undefined substances

* to investigate the function of endogenous mediators

* to measure drug toxicity and unwanted effects.

V Bioassay plays a key role in the development of new drugs, dis-
cussed in Chapter 60.

The use of bioassay to measure the concentration of drugs and other
active substances in the blood or other body fluids - once an impor-
tant technology - has now been largely replaced by analytical chem-
istry techniques.

Many hormones and chemical mediators have been discovered by
the biological effects that they produce. For example, the ability of
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extracts of the posterior lobe of the pituitary to produce a rise in
blood pressure and a contraction of the uterus was observed at the
beginning of the 20th century. Quantitative assay procedures based
on these actions enabled a standard preparation of the extract to be
established by international agreement in 1935. By use of these
assays, it was shown that two distinct peptides - vasopressin and
oxytocin - were responsible, and they were eventually identified
and synthesised in 1953. Biological assay had already revealed much
about the synthesis, storage and release of the hormones, and was
essential for their purification and identification. Nowadays, it does
not take 50 years of laborious bioassays to identify new hormones
before they are chemically characterised,? but bioassay still plays a
key role. The recent growth of biopharmaceuticals (see Ch. 59) as
registered therapeutic agents has relied on bioassay tecliniques and
the establishment of standard preparations. Biopharmaceuticals,
whether derived from natural sources (e.g. monoclonal antibodies,
vaccines) or by recombinant DNA technology (e.g. erythropoietin),
tend to vary from batch to batch, and need to be standardised with
respect to their biological activity. Varying glycosylation patterns,
for example, which are not detected by imimunoassay techniques,
may affect biological activity.

BIOLOGICAL TEST SYSTEMS

Nowadays, an important use of bioassay is to provide
information that will predict the effect of the drug in the
clinical situation (where the aim is to improve function in
patients suffering from the effects of disease). The choice
of laboratory test systems (in witro and in vivo ‘models’)
that provide this predictive link is an important aspect of
quantitative pharmacology.

By the 1960s, pharmacologists had become adept at
using isolated organs and laboratory animals (usually
under anaesthesia) for quantitative experiments, and had
developed the principles of bioassay to allow reliable
measurements to be made with these sometimes difficult
and unpredictable test systems.

Bioassays on different test systems may be run in paral-
lel to reveal the profile of activity of an unknown media-
tor. Vane and his colleagues studied the generation and
destruction of endogenous active substances such as pros-
tanoids (see Ch. 17) in blood by the technique of cascade
superfusion measuring contraction or relaxation of a series
of different smooth muscle test preparations chosen to
differentiate between different active constituents of the
sample. This teclinique has been invaluable in studying
the production and fate of short-lived mediators such as
prostanoids and nitric oxide (Ch. 20).

These “traditional” assay systems address drug action at
the physiological level - roughly, the mid-range of the
organisational hierarchy shown in Fig. 7.1. Extension of
the range in both directions, towards the molecular and
towards the clinical, has taken place since. Binding assays

'Consider the effect of cocaine on organised crime, of organophosphate
‘nerve gases’ on the stability of dictatorships or of anaesthetics on the
feasibility of surgical procedures for examples of molecular interactions
that affect the behaviour of populations and societies.

’In 1988, a Japanese group (Yanagisawa et al., 1988) described in a
single remarkable paper the bioassay, purification, chemical analysis,
synthesis and DNA cloning of a new vascular peptide, endothelin
(Ch. 22).
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Fig. 7.1

(Ch. 3) and the use of engineered cell lines expressing
normal and mutated receptors and signalling molecules
are now widely used. Techniques based on X-ray crystal-
lography, nuclear magnetic resonance spectroscopy and
fluorescence signals have thrown much new light on drug
action at the molecular level (see reviews by Lohse et al.,
2012; Nygaard et al., 2013), and allow for the first time
measurement, as well as detection, of theinitial molecular
events. Indeed, the range of techniques for analysing drug
effects at the molecular and cellular levels is now very
impressive and expanding rapidly. An example (Fig 7.2)
is the use of fluorescence-activated cell sorting (FACS) to
measure the effect of a corticosteroid on the expression of
a cell surface marker protein by human blood monocytes.
Quantitative cellular assays of this kind are now widely
used in pharmacology.

These approaches have important implications for basic
understanding of drug action, and for drug design, but
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the need remains for measurement of drug effects at the
physiological and clinical level - the focus of this chapter.

Bridging the gap between events at the molecular level
and at the physiological and therapeutic levels presents
difficulties, because human illness cannot, in many cases,
be accurately reproduced in experimental animals. The
use of transgenic animals to model human disease is dis-
cussed in more detail below.

GENERAL PRINCIPLES OF BIOASSAY
THE USE OF STANDARDS

J.H. Burn wrote in 1950: ‘Pharmacologists today strain at
the king’s arm, but they swallow the frog, rat and mouse,
not to mention the guinea pig and the pigeon.” He was
referring to the fact that the ‘king’s arm’ had been long
since abandoned as a standard measure of length, whereas
drug activity continued to be defined in terms of dose
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| Fig. 7.2 Measuring the effect of glucocorticoid drugs on cell surface receptor expression using FACS (fluorescence activated
| cell sorting). FACS technology enables the detection and measurement of fluorescent-tagged antibodies attached to structures on
individual cells. In this experiment the effect of three glucocorticoids is tested on the expression of a cell-surface haemoglobin scavenger
receptor (CD 163). [A] Human monocytes were isolated from human venous blood and [B] incubated for 8 h alone or with various
concentrations of the glucocorticoids dexamethasone, prednisone or hydrocortisone (see Chs 26 and 33). [C] The cells were then placed
on ice and incubated with fluorescent-tagged antibodies to the receptor. [D] The cells were then fixed, washed and [E] subjected to
FACS analysis. In this technique, cells flow through a small tube and are individually scanned by a laser. The reflected light is analysed
using a series of filters (so that different coloured fluorescent tags can be used) and the data collected as fluorescence intensity units,
compared to a standard (FITC) and expressed as ‘FITC equivalents’ to produce the final results [F], which can be plotted as a

conventional log-concentration curve. (Data courtesy of N Goulding.)

needed to cause, say, vomiting of a pigeon or cardiac arrest
ina mouse. A plethora of “pigeon units’, ‘'mouse units’ and
the like, which no two laboratories could agree on, con-
taminated the literature.’ Even if two laboratories cannot
agree - because their pigeons differ - on the activity in
pigeon units of the same sample of an active substance,
they should nonetheless be able to agree that preparation
X s, say, 3.5 times as active as standard preparation Y on
the pigeon test. Biological assays are therefore designed
to measure the relative potency of two preparations, usually
astandard and an unknown. Maintaining stable prepara-
tions of various hormones, antisera and other biological

*More picturesque examples of absolute units of the kind that Burn
would have frowned on are the PHI and the mHelen. PHI, cited by
Colquhoun (1971), stands for ‘purity in heart index” and measures the
ability of a virgin pure-in-heart to transform, under appropriate
conditions, a he-goat into a youth of surpassing beauty. The mHelen is
a unit of beauty, 1 mHelen being sufficient to launch one ship.

materials, as reference standards, is the task of the UK
National Board for Biological Standards Control.

THE DESIGN OF BIOASSAYS

¥V Given the aim of comparing the activity of two preparations, a
standard (S) and an unknown (U), on a particular preparation, a
bioassay must provide an estimate of the dose or concentration of U
that will produce the same biological effect as that of a known dose
or concentration of S. As Figure 7.3 shows, provided that the log
dose-effect curves for Sand U are parallel, the ratio, M, of equiactive
doses will not depend on the magnitude of response chosen. Thus M
provides an estimate of the potency ratio of the two preparations. A
comparison of the magnitude of the effects produced by equal doses
of Sand U does not provide an estimate of M (see Fig. 7.3).

The main problem with all types of bioassay is that of biological
variation, and the design of bioassays is aimed at:

° minimising variation
* avoiding systematic errors resulting from variation
* estimation of the limits of error of the assay result.
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Fig. 7.3 Comparison of the potency of unknown and
standard by bioassay. Note that comparing the magnitude of
responses produced by the same dose (i.e. volume) of standard
and unknown gives no quantitative estimate of their relative
potency. (The differences, A, and A,, depend on the dose
chosen.) Comparison of equieffective doses of standard and
unknown gives a valid measure of their relative potencies.
Because the lines are parallel, the magnitude of the effect
chosen for the comparison is immaterial; i.e. log M is the same
at all points on the curves.

Bioassay

e Bioassay is the measurement of potency of a drug or
unknown mediator from the magnitude of the
biological effect that it produces.

Bioassay normally involves comparison of the
unknown preparation with a standard. Estimates that
are not based on comparison with standards are liable
to vary from laboratory to laboratory.

Comparisons are best made on the basis of dose-
response curves, which allow estimates of the
equiactive concentrations of unknown and standard to
be used as a basis for the potency comparison.
Parallel line assays follow this principle.

The biological response may be quantal (the
proportion of tests in which a given all-or-nothing
effect is produced) or graded. Different statistical
procedures are appropriate in each case.

Different approaches to metrication apply according to
the level of biological organisation at which the drug
effect needs to be measured. Approaches range
through molecular and chemical techniques, in vitro
and in vivo animal studies and clinical studies on
volunteers and patients, to measurement of effects at
the socioeconomic level.

Commonly, comparisons are based on analysis of dose-response
curves, from which the matching doses of S and U are calculated.
The use of a logarithmic dose scale means that the curves for S and
U will normally be parallel, and the potency ratio (M) is estimated
from the horizontal distance between the two curves (Fig. 7.3).
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Fig. 7.4 Assay of morphine and codeine as analgesics in
humans. Each of four patients (numbered 1-4) was given, on
successive occasions in random order, four different treatments
(high and low morphine, and high and low codeine) by
intramuscular injection, and the subjective pain relief score
calculated for each. The calculated regression lines gave a
potency ratio estimate of 13 for the two drugs. (After Houde
RW et al. 1965 In: Analgetics. Academic Press, New York.)

Assays of this type are known as parallel line assays, the minimal
design being the 2 + 2 assay, in which two doses of standard (S, and
S,) and two of unknown (U; and U,) are used. The doses are chosen
to give responses lying on the linear part of the log dose-response
curve, and are given repeatedly in randomised order, providing an
inherent measure of the variability of the test system, which can be
used, by means of straightforward statistical analysis, to estimate
the confidence limits of the final result.

A simple exaimple of an experiment to compare two analgesic drugs,
morphine and codeine (see Ch. 42) in humans, based on a modified
2 + 2 design is shown in Figure 7.4. Each of the four doses was given
on different occasions to each of the four subjects, the order being
randomised and both subject and observer being unaware of the
dose given. Subjective pain relief was assessed by a trained observer,
and the results showed morphine to be 13 times as potent as codeine.
This, of course, does not prove its superiority, but merely shows that
a smaller dose is needed to produce the same effect. Such a measure-
ment is, however, an essential preliminary to assessing the relative
therapeutic merits of the two drugs, for any comparison of other
factors, such as side effects, duration of action, tolerance or depend-
ence, needs to be done on the basis of doses that are equiactive as
analgesics.

Problems arise if the two log dose-response curves are not parallel,
or if the maximal responses differ, which can happen if the mecha-
nism of action of the two drugs differs, or if one is a partial agonist
(see Ch. 2). In this case it is not possible to define the relative poten-
cies of S and U unambiguously in terms of a simple ratio and the
experimenter must then face up to the fact that the comparison
requires measurement of more than a single dimension of potency.

ANIMAL MODELS OF DISEASE

There are many examples where simple intuitive models
predict with fair accuracy therapeutic efficacy in humans.
Ferrets vomit when placed in swaying cages, and drugs
that prevent this are also found to relieve motion sickness
and other types of nausea in humans. Irritant chemicals



injected into rats’ paws cause them to become swollen and
tender, and this model predicts very well the efficacy of
drugs used for symptomatic relief in inflammatory condi-
tions such as rheumatoid arthritis in humans. As dis-
cussed elsewhere in this book, models for many important
disorders, such as epilepsy, diabetes, hypertension and
gastric ulceration, based on knowledge of the physiology
of the condition, are available, and have been used suc-
cessfully to produce new drugs, even though their success
in predicting therapeutic efficacy is far from perfect.!

Ideally, an animal model should resemble the human
disease in the following ways:

1. similar pathophysiological phenotype (face validity)
2. similar causation (construct validity)
3. similar response to treatment (predictive validity).

In practice, there are many difficulties, and the shortcom-
ings of animal models are one of the main roadblocks on
the route from basic medical science to improvements in
therapy. The difficulties include the following.

* Many diseases, particularly in psychiatry, are
defined by phenomena in humans that are difficult
or impossible to observe in animals, which rules out
face validity. As far as we know, mania or delusions
have no counterpart in rats, nor does anything
resembling a migraine attack or autism.
Pathophysiological similarity is also inapplicable to
conditions such as depression or anxiety disorders,
where no clear brain pathology has been defined.

* The ‘cause’ of many human diseases is complex or
unknown. To achieve construct validity for many
degenerative diseases (e.g. Alzheimer’s disease,
osteoarthritis, Parkinson’s disease), we need to
model the upstream (causative) factorsrather than
the downstream (symptomatic) features of the
disease, although the latter are the basis of most of
thesimple physiological models used hitherto. The
inflammatory pain model mentioned above lacks
construct validity for rheumatoid arthritis, which is
an autoimmune disease.

* Relying on response to treatment as a test of
predictive validity carries the risk that drugs acting
by novel mechanisms could be missed, because the
model will have been selected on the basis of its
responsiveness to known drugs. With schizophrenia
(Ch. 46), for example, it is clear that dopamine
antagonists are effective, and many of the models
used are designed to assess doparmine antagonism
in the brain, rather than other potential mechanisms
that need to be targeted if drug discovery is to
move on to address new targets.

GENETIC AND TRANSGENIC ANIMAL MODELS

Nowadays, genetic approaches are increasingly used as
an adjunct to conventional physiological and pharmaco-
logical approaches to disease modelling.

*‘There have been many examples of drugs that were highly effective in
experimental animals (e.g. inreducing brain damage following cerebral
ischaemia) but ineffective in humans (stroke victims). Similarly,
substance P antagonists (Ch. 18) are effective in animal tests for
analgesia, but they proved inactive when tested in humans. How many
errors in the opposite direction may have occurred we shall never
know, because such drugs will not have been tested in humans.

METHOD AND MEASUREMENT IN PHARMACOLOGY
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Animal models

¢ Animal models of disease are important for
investigating pathogenesis and for the discovery of
new therapeutic agents. Animal models generally
reproduce imperfectly only certain aspects of human
disease states. Models of psychiatric illness are
particularly problematic.

e Transgenic animals are produced by introducing
mutations into the germ cells of animals (usually mice),
which allow new genes to be introduced (‘knock-ins’)
or existing genes to be inactivated (‘knockouts’) or
mutated in a stable strain of animals.

e Transgenic animals are widely used to develop disease
models for drug testing. Many such models are now
available.

e The induced mutation operates throughout the
development and lifetime of the animal, and may be
lethal. Techniques of conditional mutagenesis allow the
abnormal gene to be switched on or off at a chosen
time.

By selectivebreeding, it is possible to obtain pure animal
strains with characteristics closely resembling certain
human diseases. Genetic models of this kind include
spontaneously hypertensive rats, genetically obese mice,
epilepsy-prone dogs and mice, rats with deficient vaso-
pressin secretion, and many other examples. In many
cases, the genes responsible have not been identified.

V The obese mouse, which arose from a spontaneous mutation in a

mouse-breeding facility, is one of the most widely used models for

the study of obesity and type 2 diabetes (see Ch. 31). The phenotype
results from inactivation of the leptin gene, and shows good face
validity (high food intake, gross obesity, impaired blood glucose
regulation, vascular complications - features characteristic of human
obesity) and good predictive validity (responding to pharmacologi-
cal intervention similarly to humans), but poor construct validity,
since obese humans are not leptin deficient.
Genetic manipulation of the germline to generate frans-
genic animals (see Rudolph & Moehler, 1999; Offermanns
& Hein, 2004) is of growing importance as a means of
generating animal models that replicate human disease
and are expected to be predictive of therapeutic drug
effects in humans. This versatile technology, first reported
in 1980, can be used in many different ways, for example:

* to inactivate individual genes, or mutate them to
pathological forms

* to introduce new (e.g. human) genes

* to overexpress genes by inserting additional copies

* to allow gene expression to be controlled by the
experimenter.”

*With conventional transgenic technology, the genetic abnormality is
expressed throughout development, sometimes proving lethal or
causing major developmental abnormalities. Conditional transgenesis (see
Ristevski, 2005), allows the modified gene to remain unexpressed until
triggered by the administration of a chemical promoter (e.g. the
tetracycline analogue, doxycycline, in the most widely used Cre-Lox
conditional system). This avoids the complications of developmental
effects and long-term adaptations, and may allow adult disease to be
modelled more accurately.
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Currently, most transgenic technologies are applicable in
mice but much more difficult in other mammals. Other
vertebrates (e.g. zebrafish) and invertebrates (Drosoplila,
Caenorhabditis elegans) are increasingly used for drug
screening purposes.

Examples of such models include transgenic mice that
overexpress mutated forms of the amyloid precursor protein
or presenilins, which are important in the pathogenesis of
Alzheimer’s disease (see Ch. 40). When they are a few
months old, these mice develop pathological lesions and
cognitive changes resembling Alzheimer’s disease, and
provide very useful models with which to test possible
new therapeutic approaches. Another neurodegenerative
condition, Parkinson’s disease (Ch. 40), has been mod-
elled in transgenic mice that overexpress synuclein, a
protein found in the brain inclusions that are characteris-
tic of the disease. Transgenic mice with mutations in
tumour suppressor genes and oncogenes (see Ch. 5) are
widely used as models for human cancers. Mice in which
the gene for a particular adenosine receptor subtype has
been inactivated show distinct behavioural and cardio-
vascular abnormalities, such as increased aggression,
reduced response to noxious stimuli and raised blood
pressure. These findings serve to pinpoint the physiologi-
cal role of this receptor, whose function was hitherto
unknown, and to suggest new ways in which agonists or
antagonists for these receptors might be developed for
therapeutic use (e.g. to reduce aggressive behaviour or to
treat hypertension). Transgenic mice can, however, be
misleading in relation to human disease. For example, the
gene defect responsible for causing cystic fibrosis (a
disease affecting mainly the lungs in humans), when
reproduced in mice, causes a disorder that mainly affects
the intestine.

PHARMACOLOGICAL STUDIES IN HUMANS

Studies involving human subjects range from experimen-
tal pharmacodynamic or pharmacokinetic investigations
to formal clinical trials. Non-invasive recording methods,
such as functional magnetic resonance imaging to measure
regional blood flow in the brain (a surrogate for neuronal
activity) and ultrasonography to measure cardiac perform-
ance, have greatly extended the range of what is possible.
The scientific principles underlying experimental work in
humans, designed, for example, to check whether mecha-
nisms that operate in other species also apply to humans,
or to take advantage of the much broader response capa-
bilities of a person compared with a rat, are the same as
for animals, but the ethical and safety issues are para-
mount, and ethical committees associated with all medical
research centres tightly control the type of experiment
that can be done, weighing up not only safety and ethical
issues, but also the scientific importance of the proposed
study. At the other end of the spectrum of experimenta-
tion on humans are formal clinical trials, often involving
thousands of patients, aimed at answering specific ques-
tions regarding the efficacy and safety of new drugs.

CLINICAL TRIALS

Clinical trials are an important and highly specialised
form of biological assay, designed specifically to measure
therapeutic efficacy and detect adverse effects. The need

to use patients undergoing treatment for experimental
purposes raises serious ethical considerations, and
imposes many restrictions. Here, we discuss some of the
basic principles involved in clinical trials; the role of such
trials in the course of drug development is described in
Chapter 60.

A clinical trial is a method for comparing objectively,
by a prospective study, the results of two or more thera-
peutic procedures. For new drugs, this is carried out
during phases Il and III of clinical development (Ch. 60).
It is important to realise that, until about 50 years ago,
methods of treatiment were chosen on the basis of clinical
impression and personal experience rather than objective
testing.® Although many drugs, with undoubted effective-
ness, remain in use without ever having been subjected to
a controlled clinical trial, any new drug is now required
to have been tested in this way before being licensed for
clinical use.”

On the other hand, digitalis (see Ch. 21) was used for
200 years to treat cardiac failure before a controlled trial
showed it to be of very limited value except in a particular
type of patient.

An introduction to the principles and organisation of
clinical trials is given by Hackshaw (2009). A clinical trial
aims to compare the response of a test group of patients
receiving a new treatment (A) with that of a control group
receiving an existing ‘standard’ treatment (B). Treatment
A might be a new drug or a new combination of existing
drugs, or any other kind of therapeutic intervention, such
as a surgical operation, a diet, physiotherapy and so on.
The standard against which it is judged (treatment B)
might be a currently used drug trreatment or (if there is no
currently available effective treatment) a placebo or no
treatment at all.

The use of controls is crucial in clinical trials. Claims of
therapeutic efficacy based on reports that, for example, 16
out of 20 patients receiving drug X got better within 2
weeks are of no value without a knowledge of how 20
patients receiving no treatment, or a different treatment,
would have fared. Usually, the controls are provided by
a separate group of patients from those receiving the test
treatment, but sometimes a crossover design is possible
in which the same patients are switched from test
to control treatment or vice versa, and the results com-
pared. Randomisation is essential to avoid bias in assign-
ing individual patients to test or control groups. Hence,
the randomised controlled clinical trial is now regarded
as the essential tool for assessing clinical efficacy of
new drugs.

Not exclusively. James Lind conducted a controlled trial in 1753 on 12
mariners, which showed that oranges and lemons offered protection
against scurvy. However, 40 years passed before the British Navy acted
on his advice, and a further century before the US Navy did.

7It is fashionable in some quarters to argue that to require evidence of
efficacy of therapeutic procedures in the form of a controlled trial runs
counter to the doctrines of “holistic’ medicine. This is a fundamentally
antiscientific view, for science advances only by generating predictions
from hypotheses and by subjecting the predictions to experimental test.
‘Alternative’ medical procedures, such as homeopathy, aromatherapy,
acupuncture or ‘detox’, have rarely been so tested, and where they
have, they generally lack efficacy. Standing up for the scientific
approach is the evidence-based medicine movement (see Sackett et al.,
1996), which sets out strict criteria for assessing therapeutic efficacy,
based on randomised, controlled clinical trials, and urges scepticism
about therapeutic doctrines whose efficacy has not been so
demonstrated.



Concern inevitably arises over the ethics of assigning
patients at random to particular treatment groups (or to
no treatment). However, the reason for setting up a trial
is that doubt exists whether the test treatment offers
greater benefit than the control treatment. All would
agree on the principle of informed consent,® whereby each
patient must be told the nature and risks of the trial, and
agree to participate on the basis that he or she will be
randomly and unknowingly assigned to either the test or
the control group. The regularly updated ‘Declaration
of Helsinki" sets out the widely accepted ground rules
governing research on human subjects.

Unlike the kind of bioassay discussed earlier, the clin-
ical trial does not normally give any information about
potency or the form of the dose-response curve, but
merely compares the response produced by two or more
stipulated therapeutic regimens. Survival curves provide
one commonly used measure. Figure 7.5 shows rates of
disease-free survival in two groups of breast cancer
patients treated with conventional chemotherapy with
and without the addition of paclitaxel (see Ch. 56). The
divergence of the curves shows that paclitaxel signifi-

cantly improved the clinical response. Additional
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Fig. 7.5 Disease-free survival curves followed for 8 years in
matched groups of breast cancer patients treated with a
standard chemotherapy regime alone (629 patients), or with
addition of paclitaxel (613 patients), showing a highly significant
(P = 0.006) improvement with paclitaxel. Error bars represent
95% confidence intervals. (Redrawn from Martin et al. 2008 J
Natl Cancer Inst 100, 805-814.)

8Even this can be contentious, because patients who are unconscious,
demented or mentally ill are unable to give such consent, yet no one
would want to preclude trials that might offer improved therapies to
these needy patients. Clinical trials in children are particularly
problematic but are necessary if the treatment of childhood diseases is
to be placed on the same evidence base as is judged appropriate for
adults. There are many examples where experience has shown that
children respond differently from adults, and there is now increasing
pressure on pharmaceutical companies to perform trials in children,
despite the difficulties of carrying out such studies. The same concerns
apply to trials in elderly patients.

METHOD AND MEASUREMENT IN PHARMACOLOGY

questions may be posed, such as the incidence and
severity of side effects, or whether the treatment works
better or worse in particular classes of patient, but
only at the expense of added complexity and numbers
of patients. The investigator must decide in advance
what dose to use and how often to give it, and the trial
will reveal only whether the chosen regimen performed
better or worse than the control treatment. Unless
different doses are compared, it will not say whether
increasing or decreasing the dose would have improved
the response. The basic question posed by a clinical
trial is thus simpler than that addressed by most con-
ventional bioassays. However, the organisation of clini-
cal trials, with controls against bias, is immeasurably
more complicated, time-consuming and expensive than
that of any laboratory-based assay. Much of the time
and cost of developing a new drug is taken up by clini-
cal trials.

AVOIDANCE OF BIAS

There are two main strategies that aim to minimise bias
in clinical trials, namely:

1. randomisation
2. the double-blind technique.

If two treatments, A and B, are being compared on a series
of selected patients, the simplest form of randomisation is
to allocate each patient to A or B by reference to a series
of random numbers. One difficulty, particularly if the
groups are small, is that the two groups may turn out to
be ill-matched with respect to characteristics such as age,
sex or disease severity. Stratified randomisation avoids the
difficulty by dividing the subjects into age, sex, severity,
or other categories, random allocation to A or B being
used within each category. It is possible to treat two or
more characteristics of the trial population in this way, but
the number of strata can quickly become large, and the
process is self-defeating when the number of subjects in
each becomes too small. As well as avoiding error result-
ing from imbalance of groups assigned to A and B, strati-
fication can also allow more sophisticated conclusions to
be reached. B might, for example, prove to be better than
A in a particular group of patients even if it is not signifi-
cantly better overall.

The double-blind technique, whereby neither subject
nor investigator is aware at the time of the assessment
which treatment is being used, is intended to minimise
subjective bias. It has been repeatedly shown that, with
the best will in the world, subjects and investigators both
contribute to bias if they know which treatment is which,
so the use of a double-blind technique is an important
safeguard. It is not always possible, however. A dietary
regimen, for example, can seldom be disguised; with
drugs, pharmacological effects may reveal to patients
what they are taking and predispose them to report
accordingly.” In general, however, the double-blind

The distinction between a true pharmacological response and a
beneficial clinical effect produced by the knowledge (based on the
pharmacological effects that the drug produces) that an active drug is
being administered is not easy to draw, and we should not expect a
mere clinical trial to resolve such a tricky semantic issue.
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procedure, with precautions if necessary to disguise such
clues as the taste or appearance of the two drugs, is used
whenever possible."

THE SIZE OF THE SAMPLE

Both ethical and financial considerations dictate that the
trial should involve the minimum number of subjects, and
much statistical thought has gone into the problem of
deciding in advance how many subjects will be required
to produce a useful result. The results of a trial cannot be
absolutely conclusive, because it is based on a sample of
patients, and there is always a chance that the sample was
atypical of the population from which it came. Two types
of erroneous conclusion are possible, referred to as type I
and type Il errors. A type | error occurs if the results show
a difference between A and B when none actually exists
(false positive). A type II error occurs if no difference is
found although A and B do actually differ (false negative).
A major factor that determines the size of sample needed
is the degree of certainty the investigator seeks in avoid-
ing either type of error. The probability of incurring a type
[ error is expressed as the significance of the result. To say
that A and B are different at the P <0.05 level of signifi-
cance means that the probability of obtaining a false posi-
tive result (i.e. incurring a type I error) is less than 1 in 20.
For most purposes, this level of significance is considered
acceptable as a basis for drawing conclusions.

The probability of avoiding a type Il error (i.e. failing
to detect a real difference between A and B) is termed the
power of the trial. We tend to regard type II errors more
leniently than type I errors, and trials are often designed
with a power of 0.8-0.9. To increase the significance and
the power of a trial requires more patients. The second
factor that determines the sample size required is the
magnitude of difference between A and B that is regarded
as clinically significant. For example, to detect that a given
treatment reduces the mortality in a certain condition by
at least 10 percentage points, say from 50% (in the control
group) to 40% (in the treated group), would require 850
subjects, assuming that we wanted to achieve a P <0.05
level of significance and a power of 0.9. If we were content
only to reveal a reduction by 20 percentage points (and
very likely miss a reduction by 10 points), only 210 sub-
jects would be needed. In this example, missing a real
10-point reduction in mortality could result in abandon-
ment of a treatment that would save 100 lives for every
1000 patients treated - an extremely serious mistake from
society’s point of view. This simple example emphasises
the need to assess clinical benefit (which is often difficult
to quantify) in parallel with statistical considerations
(which are fairly straightforward) in planning trials.

V A trial may give a significant result before the planned number

of patients have been enrolled, so it is comimon for interim analyses

to be carried out at intervals (by an independent team so that the

trial team remains unaware of the results). If this analysis gives a

"Maintaining the blind can be problematic. In an attempt to determine
whether melatonin is effective in countering jet lag, a pharmacologist
investigator recruited a group of fellow pharmacologists attending a
congress in Australia, providing them with unlabelled capsules of
melatonin or placebo, with a jet lag questionnaire to fill in when they
arrived. Some of them (one of the authors included), with analytical
resources easily to hand, opened the capsules and consigned them to
the bin on finding that they contained placebo. Pharmacologists are
only human.

conclusiveresult, or if it shows that continuation is unlikely to give
a conclusive result, the trial can be terminated, thus reducing the
number of subjects tested. In one such large-scale trial (Beta-blocker
Heart Attack Trial Research Group, 1982) of the value of long-term
treatment with the [-adrenoceptor-blocking drug propranolol
(Ch. 14) following heart attacks, the interim results showed a sig-
nificant reduction in mortality, which led to the early termination
of the trial. In another, the Cardiac Arrhythmia Suppression Trial
(CAST, Echt et al.,, 1991), the trial was stopped because the treatment
group, contrary to expectation, showed increased mortality com-
pared with placebo.

Recently, the tendency has been to perform very large-scale trials,
to allow several different treatment protocols, in various different
patient groups to be compared. An example is the ALLHAT trial of
various antihypertensive and lipid-lowering drugs to improve the
outcome in cardiovascular disease (see Ch. 22). This ran from 1994
to 2002, cost US$130 million, and involved more than 42000 patients
in 623 treatment centres, with an army of coordinators and manag-
ers to keep it on track. One of its several far-reaching conclusions
was that a cheap and familiar diuretic drug in use for more than 50
years was more effective than more recent and expensive antihyper-
tensive drugs."!

CLINICAL OUTCOME MEASURES

The measurement of clinical outcome can be a compli-
cated business, and is becoming increasingly so as society
becomes more preoccupied with assessing the efficacy of
therapeutic procedures in terms of improved length and
quality of life, and societal and economic benefit. Various
scales for assessing ‘health-related quality of life’ have
been devised and tested (see Walley & Haycocks, 1997);
these may be combined with measures of life expectancy
to arrive at the measure ‘quality-adjusted life years’
(QALYs) as an overall measure of therapeutic efficacy,
which attempts to combine both survival time and relief
from suffering in assessing overall benefit.” In planning
clinical trials, it is necessary to decide the purpose of the
trial in advance, and to define the outcome measures
accordingly.

Measuring long-term patient benefit may take years,
so objective clinical effects, such as lowering of blood
pressure, improved airways conductance or change in
white cell count are often used as trial outcome measures.
These surrogate markers reflect pathophysiological changes
of which the patient is most likely unaware. In many
cases such changes correlate well with clinical outcome
as it affects the patient; not always, though. In the
CAST trial (see above), anti-arrhythmic drugs were found
to suppress certain ventricular arrhythmias (the surro-
gate marker), but to increase sudden cardiac deaths, So
regulatory authorities are rightly cautious about accept-
ing surrogate endpoints as a measure of actual patient
benefit.

"Though without much impact so far on prescribing habits, owing to
the marketing muscle of pharmaceutical companies.

As may be imagined, trading off duration and quality of life raises
issues about which many of us feel decidedly squeamish. Not so
economists, however. They approach the problem by asking such
questions as: ‘'How many years of life would you be prepared to
sacrifice in order to live the rest of your life free of the disability you
are currently experiencing?’ Or, even more disturbingly: ‘I, given your
present condition, you could gamble on surviving free of disability for
your normal lifespan, or (if you lose the gamble) dying immediately,
what odds would you accept?” Imagine being asked this by your
doctor. ‘But I only wanted something for my sore throat, you protest
weakly.



PLACEBOS

V A placebo is a dummy medicine containing no active ingredient
(or alternatively, a dummy surgical procedure, diet or other kind of
therapeutic intervention), which the patient believes is (or could be,
in the context of a controlled trial) the real thing. The ’placebo
response’ (see review by Enck et al., 2013) is widely believed to be a
powerful therapeutic effect,” producing a significant beneficial effect
in about one-third of patients. While many clinical trials include a
placebo group that shows improvement, few have compared this
group directly with untreated controls. A survey of these trial results
(Hrobjartsson & Getzsche, 2001) concluded (controversially) that the
placebo effect was often insignificant, except in the case of paii relief,
where it was small but significant. They concluded that the popular
belief in the strength of the placebo effect is misplaced, and probably
reflectsin part the tendency of many symptoms to improve spontane-
ously and in part the reporting bias of patients who want to please
their doctors. The ethical case for using placebos as therapy, which
has been the subject of much public discussion, may therefore be
weaker than has been argued. The risks of placebo therapies should
not be underestimated. The use of active medicines may be delayed.
The necessary element of deception" risks undermining the confi-
dence of patients in the integrity of doctors. A state of ’therapy
dependence’ may be produced in people who are not ill, because
there is no way of assessing whether a patient still ‘needs’ the placebo.

META-ANALYSIS

V Itis possible, by the use of statistical techniques, to combine the data
obtained inseveral individual trials (provided each has been conducted
according to a randomised design) in order to gain greater power and
significance. This procedure, known as meta-analysis or overview
analysis, can be very useful in arriving at a conclusion on the basis of
several published trials, of which some claimed superiority of the test
treatment over the control while others did not. As an objective proce-
dure, it is certainly preferable to the “take your pick’ approach to con-
clusion-forming adopted by most human beings when confronted with
contradictory data. It has several drawbacks, however (see Naylor,
1997), the main one being ‘publication bias’, because negative studies
are less likely to be published, than positive studies, partly because they
are considered less interesting, or, more seriously, because publication
would harm the business of the pharmaceutical company that per-
formed the trial.”® Double counting, caused by the same data being
incorporated into more than one trial report, is another problem.

The published clinical trials literature contains reports of many trials
that are poorly designed and unreliable. The Cochrane Collabora-
tion (www.cochrane.org) sifts carefully through the literature and
produces systematic reviews that collate and combine data only from
trials (of drugs and other therapeutic interventions) that meet strict
quality criteria. About 5000 such ‘gold-standard’ summaries are
available, and provide the most reliable evaluation of trials data on
a wide range of therapeutic drugs.

BALANCING BENEFIT AND RISK
THERAPEUTIC INDEX

V The concept of therapeutic index aims to provide a measure of
the margin of safety of a drug, by drawing attention to the relation-
ship between the effective and toxic doses:

Plts opposite, the nocebo effect, describes the adverse effects reported
with dummy medicines.

HSurprisingly, deception may not even be necessary. Kaptchuk et al.
(2010) found that symptoms of irritable bowel syndrome were
improved slightly more in patients given inert sugar pills, described as
such by the physician, than in patients given no pills. The effect was,
however, small, and the patients were encouraged to think that the
pills might engage ‘mind-body healing processes’.

Measures are now in place to ensure that all clinical trials are
registered and the results published, so this problem should disappear.

METHOD AND MEASUREMENT IN PHARMACOLOGY

Clinical trials

e A clinical trial is a special type of bioassay done to
compare the clinical efficacy of a new drug or
procedure with that of a known drug or procedure (or
a placebo).
At its simplest, the am is a straight comparison of
unknown (A) with standard (B) at a single-dose level.
The result may be: ‘B better than A’, ‘B worse than A’
or 'No difference detected’. Efficacy, not potency, is
compared.
e To avoid bias, clinical trials should be:
— controlled (comparison of A with B, rather than study
of A alone)
— randomised (assignment of subjects to A or B on a
random basis)
— double-blind (neither subject nor assessor knows
whether A or B is being used).

e Type | errors (concluding that A is better than B when
the difference is actually due to chance) and type ||
errors (concluding that A is not different from B
because a real difference has escaped detection) can
occur; the likelihood of either kind of error decreases
as the sample size and number of end-point events is
increased.

¢ Interim analysis of data, carried out by an independent
group, may be used as a basis for terminating a trial
prematurely if the data are already conclusive, or if a
clear result is unlikely to be reached.

e All experiments on human subjects require approval by
an independent ethical committee.

e Clinical trials require very careful planning and
execution, and are inevitably expensive.

e Clinical outcome measures may comprise:

— physiological measures (e.g. blood pressure, liver
function tests, airways function)
subjective assessments (e.g. pain relief, mood)
long-term outcome (e.g. survival or freedom from
recurrence)
overall ‘quality of life’ measures
— 'quality-adjusted life years’ (QALYs), which combine
survival with quality of life.
e Meta-analysis is a statistical technique used to pool
the data from several independent trials.

Therapeuticindex =L D¢/ EDg

where LDs is the dose that is lethal in 50% of the population, and
EDs, is the dose that is ‘effective’ in 50%. Obviously, it can only be
measured in animals, and it is not a useful guide to the safety of a
drug in clinical use for several reasons:

* LDs, does not reflect the incidence of adverse effects in the thera-
peutic setting.'®

e EDs depends on what measure of effectiveness is used. For
example, the EDs for aspirin used for a mild headache is much
lower than for aspirin as an antirheumatic drug.

"*Ironically, thalidomide - probably the most harmful drug ever
marketed - was promoted specifically on the basis of its exceptionally
high therapeutic index (i.e. it killed rats only when given in extremely

large doses). 99
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e Both efficacy and toxicity are subjecttoindividual variation. Indi-
vidual differences in the effective dose or the toxic dose of a drug
makes it inherently less predictable, and therefore less safe,
although this is not reflected in the therapeutic index.

fatal disease (reducing it from 50% to 25%, say), the NNT to save
one life is 4; if drug B halves the mortality of a rarely fatal disease
(reducing it from 5% to 2.5%, say), the NNT to save one life is 40.
Notwithstanding other considerations, drug A is judged to be more
valuable than drug B, even though both reduce mortality by one-

half. Furthermore, the clinician must realise that to save one life with

OTHER MEASURES OF BENEFIT AND RISK

100

V Alternative ways of quantifying the benefits and risks of drugs
in clinical use have received much attention. One useful approach
is to estimate from clinical trial data the proportion of test and
control patients who will experience (a) a defined level of clinical
benefit (e.g. survival beyond 2 years, pain relief to a certain prede-
termined level, slowing of cognitive decline by a given amount) and
(b) adverse effects of defined degree. These estimates of proportions
of patients showing beneficial or harmful reactions can be expressed
as munber needed to treat (NNT; i.e. the number of patients who need
to be treated in order for one to show the given effect, whether
beneficial or adverse). For example, in a recent study of pain relief
by antidepressant drugs compared with placebo, the findings were:
for benefit (a defined level of pain relief), NNT = 3; for minor
unwanted effects, NNT = 3; for major adverse effects, NNT = 22.
Thus of 100 patients treated with the drug, on average 33 will experi-
ence pain relief, 33 will experience minor unwanted effects, and 4
or 5 will experience major adverse effects, information that is helpful
in guiding therapeutic choices. One advantage of this type of analy-
sis is that it can take into account the underlying disease severity in
quantifying benefit. Thus if drug A halves the mortality of an often

drug B, 40 patients must be exposed to a risk of adverse effects,
whereas only 4 are exposed for each life saved with drug A.

Determination of risk and benefit

e Therapeutic index (lethal dose for 50% of the
population divided by effective dose for 50%) is
unsatisfactory as a measure of drug safety because:
— it is based on animal toxicity data, which may not
reflect forms of toxicity or adverse reactions that are
important clinically
— it takes no account of idiosyncratic toxic reactions.
More sophisticated measures of risk—benefit analysis
for drugs in clinical use are available, and include the
number needed to treat (NNT) principle.
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Absorption and distribution

OVERVIEW

The physical processes of diffusion, penetration of
membranes, binding to plasma protein and partition
into fat and other tissues underlie the absorption
and distribution of drugs. These processes are
described, followed by more specific coverage of
the process of drug absorption and related practical
issue of routes of drug administration, and of
the distribution of drugs into different bodily com-
partments. Drug interactions caused by one drug
altering the absorption or distribution of another
are described. There is a short final section on
‘s:reciul drug delivery systems designed to deliver

rugs efficiently and selectively to their sites
of action.

INTRODUCTION

Drug disposition is divided into four stages designated by
the acronym "ADME":

* Absorption from the site of administration
* Distribution within the body

e Metabolism

* Excretion.

General aspects of drug absorption and distribution are
considered here, together with routes of administration.
Absorption and distribution of inhalation general anaes-
thetics (a special case) are described in Ch. 41. Metabolism
and excretion are covered in Chapter 9. We begin with a
description of the physical processes that underlie drug
disposition.

PHYSICAL PROCESSES UNDERLYING
DRUG DISPOSITION

Drug molecules move around the body in two ways:

¢ bulk flow (i.e. in the bloodstream, lymphatics or
cerebrospinal fluid)

e diffusion (i.e. molecule by molecule, over short
distances).

The chemical nature of a drug makes no difference to its
transfer by bulk flow. The cardiovascular system pro-
vides a rapid long-distance distribution system. In con-
trast, diffusional characteristics differ markedly between
different drugs. In particular, ability to cross hydropho-
bic diffusion barriers is strongly influenced by lipid
solubility. Aqueous diffusion is part of the overall mech-
anism of drug transport, because it is this process that
delivers drug molecules to and from the non-aqueous
barriers. The rate of diffusion of a substance depends
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of drugs

mainly on its molecular size, the diffusion coefficient
being inversely proportional to the square root of molec-
ular  weight. Consequently, while large molecules
diffuse more slowly than small ones, the variation with
molecular weight is modest. Many drugs fall within the
molecular weight range 200-1000 Da, and variations in
aqueous diffusion rate have only a small effect on their
overall pharmacokinetic behaviour. For most purposes,
we can regard the body as a series of interconnected
well-stirred compartments within each of which the
drug concentration is uniform. It is movement between
compartments, generally involving penetration of non-
aqueous diffusion barriers that determines where, and
for how long, a drug will be present in the body after it
has been administered. The analysis of drug movements
with the help of a simple compartmental model is dis-
cussed in Chapter 9.

THE MOVEMENT OF DRUG MOLECULES
ACROSS CELL BARRIERS

Cell membranes form the barriers between aqueous com-
partments in the body. A single layer of membrane sepa-
rates the intracellular from the extracellular compartments.
An epithelial barrier, such as the gastrointestinal mucosa
or renal tubule, consists of a layer of cells tightly con-
nected to each other so that molecules must traverse at
least two cell membranes (inner and outer) to pass from
one side to the other. The anatomical disposition and per-
meability of vascular endothelium (the cell layer that
separates intravascular from extravascular compartments)
varies from one tissue to another. Gaps between endothe-
lial cells are packed with a loose matrix of proteins
that act as filters, retaining large molecules and letting
smaller ones through. The cut-off of molecular size is not
exact: water permeates rapidly whereas molecules of
80000-100000 Da permeate very slowly. In some organs,
especially the central nervous system (CNS) and the pla-
centa, there are tight junctions between the cells, and the
endothelium is encased in an impermeable layer of perien-
dothelial cells (pericytes). These features prevent poten-
tially harmful molecules from penetrating to brain or fetus
and have major consequences for drug distribution and
activity.'

In other organs (e.g. the liver and spleen), endothelium
is discontinuous, allowing free passage between cells. In
the liver, hepatocytes form the barrier between intra-
and extravascular compartments and take on several

"This is illustrated by strain and species differences. For example, Collie
dogs lack the multidrug resistance gene (111r1) and a P-glycoprotein
that contributes importantly to the blood-brain barrier, with
consequences for veterinary medicine because ivermectin (an
anthelminthic drug, Ch. 55) is severely neurotoxic in the many breeds
with Collie ancestry.
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endothelial cell functions. Fenestrated endothelium occurs
in endocrine glands, facilitating transfer to the blood-
stream of hormones or other molecules through pores in
the endothelium. Formation of fenestrated endothelium is
controlled by a specific endocrine gland-derived vascular
endothelial growth factor (dubbed EG-VEGF). Endothe-
lial cells lining postcapillary venules have specialised
functions relating to leukocyte migration and inflamma-
tion and the sophistication of the intercellular junction can
be appreciated from the observation that leukocyte migra-
tion can occur without any detectable leak of water or
small ions (see Ch. 6).

There are four main ways by which small molecules
cross cell membranes (Fig. 8.1):

* by diffusing directly through the lipid

* by combination with a solute carrier (SLC) or other
membrane transporter

* by diffusing through aqueous pores formed by
special proteins (aquaporins) that traverse the lipid

* by pinocytosis.

Of these routes, diffusion through lipid and carrier-

mediated transport are particularly important in relation

to pharmacokinetic mechanisms.
¥V Diffusion through aquaporins (membrane glycoproteins that can
beblocked by mercurialreagentssuchas para-chloromercurobenzene
sulfonate) is probably important in the transfer of gases such as
carbon dioxide, but the pores are too small in diameter (about
0.4 nm) to allow most drug molecules (which usually exceed 1 nm
in diameter) to pass through. Consequently, drug distribution is
not notably abnormal in patients with genetic diseases affecting
aquaporins. Pinocytosis involves invagination of part of the cell
membrane and the trapping within the cell of a small vesicle con-
taining extracellular constituents. The vesicle contents can then be
released within the cell, or extruded from its other side. This mecha-
nism is important for the transport of some macromolecules (e.g.
insulin, which crosses the blood-brain barrier by this process), but
not forsmall molecules.

DIFFUSION THROUGH LIPID

Non-polar molecules (in which electrons are uniformly
distributed) dissolve freely in membrane lipids, and
consequently diffuse readily across cell membranes. The
number of molecules crossing the membrane per unit area
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Fig. 8.1 Routes by which solutes can traverse cell
membranes. (Molecules can also cross cellular barriers by
pinocytosis.)

in unit time is determined by the perneability coefficient, P,
and the concentration difference across the membrane.
Permeant molecules must be present within the mem-
brane in sufficient numbers and must be mobile within
the membrane if rapid permeation is to occur. Thus, two
physicochemical factors contribute to P, namely solubility
in the membrane (which can be expressed as a partition
coefficient for the substance distributed between the
membrane phase and the aqueous environment) and dif-
fusivity, which is a measure of the mobility of molecules
within the lipid and is expressed as a diffusion coefficient.
The diffusion coefficient varies only modestly between
conventional drugs, as noted above (macromolecular
biopharmaceuticals - see Ch. 59 - are an exception), so the
most important determinant of membrane permeability
for conventional low-molecular-weight drugs is the parti-
tion coefficient (Fig. 8.2). Many pharmacokinetic charac-
teristics of a drug - such as rate of absorption from the
gut, penetration into different tissues and the extent of
renal elimination - can be predicted from knowledge of a
drug’s lipid solubility.
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Fig. 8.2 The importance of lipid solubility in membrane
permeation. [A] and [B] Figures show the concentration profile
in a lipid membrane separating two aqueous compartments.

A lipid-soluble drug [A] is subject to a much larger
transmembrane concentration gradient (AC,,) than a lipid-
insoluble drug [B]. It therefore diffuses more rapidly, even
though the aqueous concentration gradient (C,—Cy) is the same
in both cases.




pH and ionisation

One important complicating factor in relation to mem-
brane permeation is that many drugs are weak acids or
bases, and therefore exist in both un-ionised and ionised
form, the ratio of the two forms varying with pH. For a
weak base, B, the ionisation reaction is:

BH" —=—=B+H*

and the dissociation constant pK, is given by the
Henderson-Hasselbalch equation

BH*
pK, =pH+logy [—[]—3]—]

For a weak acid, AH:
AH === A- +H*

[AH]
K,=pH+l
p pa+1ogi (A ]

ABSORPTION AND DISTRIBUTION OF DRUGS

In either case, the ionised species, BH' or A7, has very
low lipid solubility and is virtually unable to permeate
membranes except where a specific transport mechanism
exists. The lipid solubility of the uncharged species, B or
AH, depends on the chemical nature of the drug; for many
drugs, the uncharged species is sufficiently lipid soluble
to permit rapid membrane permeation, although there are
exceptions (e.g. aminoglycoside antibiotics; see Ch. 51)
whereeven the uncharged molecule is insufficiently lipid-
soluble to cross membranes appreciably. This is usually
because of the occurrence of hydrogen-bonding groups
(such as hydroxyl in sugar moieties in aminoglycosides)
that render the uncharged molecule hydrophilic.

pH partition and ion trapping

lonisation affects not only the rate at which drugs perme-
ate membranes but also the steady-state distribution of
drug molecules between aqueous compartments, if a pH
difference exists between them. Figure 8.3 shows how a
weak acid (e.g. aspirin, pK, 3.5) and a weak base
(e.g. pethidine, pK, 8.6) would be distributed at equilib-
rium between three body compartments, namely plasma
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Fig. 8.3 Theoretical partition of a weak acid (aspirin) and a weak base (pethidine) between aqueous compartments (urine,
plasma and gastric juice) according to the pH difference between them. Numbers represent relative concentrations (total plasma
concentration = 100). It is assumed that the uncharged species in each case can permeate the cellular barrier separating the
compartments, and therefore reaches the same concentration in all three. Variations in the fractional ionisation as a function of pH give

rise to the large total concentration differences with respect to plasma.
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(pH 7.4), alkaline urine (pH 8) and gastric juice (pH 3).
Within each compartment, the ratio of ionised to
un-ionised drug is governed by the pK, of the drug and
the pH of that compartment. It is assumed that the
un-ionised species can cross the membrane, and therefore
reaches an equal concentration in each compartment. The
ionised species is assumed not to cross at all. The result is
that, at equilibrium, the total (ionised + un-ionised) con-
centration of the drug will be different in each compart-
ment, with an acidic drug being concentrated in the
compartment with high pH (‘ion trapping’), and vice
versa. The concentration gradients produced by ion trap-
ping can theoretically be very large if there is a large pH
difference between compartments. Thus, aspirin would
be concentrated more than four-fold with respect to
plasma in ain alkaline renal tubule, and about 6000-fold in
plasma with respect to the acidic gastric contents. Such
large gradients are not achieved in reality for two main
reasons. First, assuming total impermeability of the
charged species is not realistic, and even a small perme-
ability will attenuate considerably the concentration dif-
ference that can be reached. Second, body compartments
rarely approach equilibrium. Neither the gastric contents
nor the renal tubular fluid stands still, and the resulting
bulk flow of drug molecules reduces the concentration
gradients well below the theoretical equilibrium condi-
tions. The pH partition mechanism nonetheless correctly
explains some of the qualitative effects of pH changes in
different body compartments on the pharmacokinetics of
weakly acidic or basic drugs, particularly in relation to
renal excretion and to penetration of the blood-brain
barrier.

pH partition is not the main determinant of the site of
absorption of drugs from the gastrointestinal tract. This is
because the enormous absorptive surface area of the villi
and microvilli in the ileum compared with the much
smaller absorptive surface area in the stomach is of over-
riding importance. Thus, absorption of an acidic drug
such as aspirin is promoted by drugs that accelerate
gastric emptying (e.g. metoclopramide) and retarded by
drugs that slow gastric emptying (e.g. propantheline),
despite the fact that the acidic pH of the stomach contents
favours absorption of weak acids. Values of pK, for some
common drugs are shown in Figure 8.4.

There are several important consequences of pH
partition:

* Free-base trapping of some antimalarial drugs (e.g.
chloroquine, see Ch. 54) in the acidic environment
in the food vacuole of the malaria parasite
contributes to the disruption of the haemoglobin
digestion pathway that underlies their toxic effect
on the parasite.

 Urinary acidification accelerates excretion of weak
bases and retards that of weak acids (see Ch. 9).

e Urinary alkalinisation has the opposite effects: it
reduces excretion of weak bases and increases
excretion of weak acids.

* Increasing plasma pH (e.g. by administration of
sodium bicarbonate) causes weakly acidic drugs to
be extracted from the CNS into the plasma.
Conversely, reducing plasma pH (e.g. by
administration of a carbonic anhydrase inhibitor
such as acetazolamide) causes weakly acidic drugs
to become concentrated in the CNS, increasing their
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Fig. 8.4 pKa values for some acidic and basic drugs.

neurotoxicity. This has practical consequences in
choosing a means to alkalinise urine in treating
aspirin overdose: bicarbonate and acetazolaimide
each increase urine pH and hence increase salicylate
elimination, but bicarbonate reduces whereas
acetazolamide increases distribution of salicylate to
the CNS.

CARRIER-MEDIATED TRANSPORT

Many cell membranes possess specialised transport mech-
anisms that regulate entry and exit of physiologically
important molecules, such as sugars, amino acids, neuro-
transmitters and metal ions. They are broadly divided
into solute carrier (SLC) transporters and ATP-binding cas-
sette. (ABC) transporters. The former facilitate passive
movement of solutes down their electrochemical gradient,
while the latter are active pumps fuelled by ATP. Over
300 human genes are believed to code these transporters,
most of which act mainly on endogenous substrates, but
some also transport foreign chemicals (‘xenobiotics’)
including drugs (see Hediger et al., 2004). The role of such
transporters in neurotransmitter function is discussed in
Chapters 13, 14 and 37.

Organic cation transporters and

organic anion transporters

Two strructurally related SLCs of importance in drug dis-
tribution are the organic cation transporters (OCTs) and
organic anion transporters (OATs). The carrier molecule
consists of a transmembrane protein that binds one or
more molecules or ions, changes conformation and
releases its cargo on the other side of the membrane.
Such systems may operate purely passively, without any



energy source; in this case, they merely facilitate the
process of transmembrane equilibration of a single trans-
ported species in the direction of its electrochemical gradi-
ent. The OCTs translocate dopamine, choline and various
drugs including vecuronium, quinine and procainamide.
They are “uniporters’ (i.e. each protein transporter mole-
cule binds one solute molecule at a time and transports it
down its gradient). OCT2 (present in proximal renal
tubules) concentrates drugs such as cisplatin (an impor-
tant anticancer drug, see Ch. 56) in these cells, resulting
in its selective nephrotoxicity; related drugs (e.g. carbo-
platin, oxaliplatin) are not transported by OCT2 and are
less nephrotoxic; competition with cimetidine for OCT2
offers possible protection against cisplatin nephrotoxicity
(Fig. 8.5). Other SLCs are coupled to the electrochemical
gradient of Na* or other ions across the membrane, gener-
ated by ATP-dependent ion pumps (see Ch. 4); in this
case, transport can occur against an electrochemical gradi-
ent. It may involve exchange of one molecule for another
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(‘antiport’) or transport of two molecules together in the
same direction (‘symport’). The OATs are responsible for
the renal secretion of urate, prostaglandins, several vita-
mins and p-amino hippurate, and for drugs such as
probenecid, many antibiotics, antiviral, non-steroidal
anti-inflammatory and antineoplastic drugs. Uptake is
driven by exchange with intracellular dicarboxylic acids
(mainly o-ketoglutarate, partly derived from cellular
metabolism and partly by co-transport with Na* entering
cells down its concentration gradient). Metabolic energy
is provided by ATP for Na*/K®" exchange. Carrier-
mediated transport, because it involves a binding step,
shows the characteristic of saturation.

Carriers of this type are ubiquitous, aind many pharma-
cological effects are the result of interference with them.
Thus nerve terminals have transport mechanisms for
accumulating specific neurotransmitters, and there are
many examples of drugs that act by inhibiting these trans-
port mechanisms (see Chs 13, 14, 37, 47 and 48). From a
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general pharmacokinetic point of view, however, the
main sites where SLCs, including OCTs and OATs, are
expressed and carrier-mediated drug transport is impor-
tant are:

¢ the blood-brain barrier
e the gastrointestinal tract
e the renal tubule

¢ the biliary tract

* the placenta.

P-glycoprotein transporters

P-glycoproteins (P-gp; P for ‘permeability’), which belong
to the ABC transporter superfamily, are the second impor-
tant class of transporters, and are responsible for multi-
drug resistance in cancer cells. They are present in renal
tubular brush border membranes, in bile canaliculi, in
astrocyte foot processes in brain microvessels, and in the
gastrointestinal tract. They play an important part in
absorption, distribution and elimination of many drugs,
and are often co-located with SLC drug carriers, so that a
drug that has been concentrated by, for example, an OAT
transporter in the basolateral membrane of a renal tubular
cell may then be pumped out of the cell by a P-gp in the
luminal membrane.

Polymorphic variation in the genes coding SLCs and
P-gp contributes to individual genetic variation inrespon-
siveness to different drugs. OCT1 transports several
drugs, including metformin (used to treat diabetes; see
Ch. 31), into hepatocytes (in contrast to OCT2 which is
active in renal proximal tubular cells, see above). Met-
formin acts partly through intracellular effects within
hepatocytes. Single nucleotoide polymorphisms (SNPs)
that impair the function of OCT1 influence the effective-
ness of metformin (Fig. 8.6). This is but one example of
many genetic influences on drug effectiveness or toxicity
via altered activity of carriers that influence drug disposi-
tion. Furthermore, induction or competitive inhibition of
transport can occur in the presence of a second ligand that
binds the carrier, so there is a potential for drug interac-
tion (see Fig. 85 and Ch. 10). In addition to the processes
so far described, which govern the transport of drug mol-
ecules across the barriers between different aqueous com-
partments, two additional factors have a major influence
on drug distribution and elimination. These are:

* binding to plasma proteins
* partition into body fat and other tissues.

BINDING OF DRUGS TO PLASMA PROTEINS

At therapeutic concentrations in plasma, many drugs
exist mainly in bound form. The fraction of drug that is
free in aqueous solution can be less than 1%, the remain-
der being associated with plasma protein. It is the unbound
drug that is pharmacologically active. Such seemingly
small differences in protein binding (e.g. 99.5% versus
99.0%) can have large effects on free drug concentration
and drug effect. Such differences are comimon between
human plasma and plasma from species used in preclini-
cal drug testing, and must be taken into account
when estimating a suitable dose for ‘first time in human’
studies. The most important plasma protein in relation to
drug binding is albumin, which binds many acidic drugs
(e.g. warfarin, non-steroidal anti-inflammatory drugs,
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Fig. 8.6 Genetic variants of organic cation transporter 1
(OCT1) are associated with different responses to
metformin in healthy humans. [A] An oral glucose tolerance
test (OGTT) gave similar plasma glucose responses in control
subjects with only reference OCT1 alleles versus subjects with
at least one reduced function OCT1 allele. [B] In contrast, after
metformin treatment the OGTT response was less in the same
reference subjects than in those with reduced function OCT1
aleles — i.e. the effect of metformin was blunted in the
variant-allele group. [C] Glucose exposure estimated by area
under the glucose time curves (AUC) was significantly lower in
subjects with only reference OCT1 alleles, P = 0.004. (Data
redrawn from Yan Shu et al. 2007 J Clin Invest 117,
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Movement of drugs across
cellular barriers

e To traverse cellular barriers (e.g. gastrointestinal
mucosa, renal tubule, blood~brain barrier, placenta),
drugs have to cross lipid membranes.

e Drugs cross lipid membranes mainly (a) by passive
diffusional transfer and (b) by carrier-mediated transfer.

e The main factor that determines the rate of passive
diffusional transfer across membranes is a drug'’s lipid
solubility.

e Many drugs are weak acids or weak bases; their state
of ionisation varies with pH according to the
Henderson-Hasselbalch equation.

e With weak acids or bases, only the uncharged species
(the protonated form for a weak acid, the
unprotonated form for a weak base) can diffuse across
lipid membranes; this gives rise to pH partition.

e pH partition means that weak acids tend to
accumulate in compartments of relatively high pH,
whereas weak bases do the reverse.

e Carrier-mediated transport is mediated by solute
carriers (SLCs), which include organic cation
transporters (OCTs) and organic anion transporters
(OATs), and P-gps (ABC transporters) in the renal
tubule, blood-brain barrier and gastrointestinal
epithelium. These are important in determining the
distribution of many drugs, are prone to genetic
variation and are targets for drug interactions.

sulfonamides) and a smaller number of basic drugs (e.g.
tricyclic antidepressants and chlorpromazine). Other
plasma proteins, including B-globulin and an acid glyco-
protein that increases in inflammatory disease, have also
been implicated in the binding of certain basic drugs such
as quinine.

The amount of a drug that is bound to protein depends
on three factors:

* the concentration of free drug
e its affinity for the binding sites
* the concentration of protein.

As a first approximation, the binding reaction can be
regarded as a simple association of the drug molecules
with a finite population of binding sites, exactly analo-
gous to drug-receptor binding (see Ch. 2):

D+ S = DS
free Dbinding  complex
drug site

The usual concentration of albumin in plasma is about
0.6 mmol/I1 (4 g/100 ml). With two sites per albumin mol-
ecule, the drug-binding capacity of plasma albumin
would therefore be about 1.2 mmol/l. For most drugs,
the total plasma concentration required for a clinical
effect is much less than 1.2 mmol/l, so with usual thera-
peutic doses the binding sites are far from saturated,
and the concentration bound [DS] varies nearly in direct
proportion to the free concentration [D]. Under these
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Fig. 8.7 Binding of phenylbutazone to plasma albumin.
The graph shows the disproportionate increase in free
concentration as the total concentration increases, owing to the
binding sites approaching saturation. (Data from Brodie B,
Hogben CAM 1957 J Pharm Pharmacol 9, 345.)

conditions, the fraction bound, [DS]/([D] + [DS]), is inde-
pendent of the drug concentration. However, some drugs,
for example tolbutamide (Ch. 31), act at plasma concen-
trations at which its binding to plasma albumin approaches
saturation (i.e. on the flat part of the binding curve). This
means that increasing the dose increases the free (phar-
macologically active) concentration disproportionately.
This is illustrated in Figure 8.7.

Plasma albumin binds many different drugs, so compe-
tition can occur between them. If two drugs (A and B)
compete in this way, administi-ation of drug B can reduce
the protein binding, and hence increase the free plasma
concentration, of drug A. To do this, drug B needs to
occupy an appreciable fraction of the binding sites. Few
therapeutic drugs affect the binding of other drugs because
they occupy, at therapeutic plasma concentrations, only a
tiny fraction of the available sites. Sulfonamides (Ch. 51)
are an exception, because they occupy about 50% of the
binding sites at therapeutic concentrations and so can
cause harmful effects by displacing other drugs or, in
premature babies, bilirubin (see below). Much has been
made of binding interactions of this kind as a source of
untoward drug interactions in clinical medicine, but this
type of competition is less important than was once
thought (see Ch. 57).

PARTITION INTO BODY FAT AND
OTHER TISSUES

Fat represents a large, non-polar compartment. In prac-
tice, this is important for only a few drugs, mainly because
the effective fat:water partition coefficient is relatively
low for most drugs. Morphine, for example, although
lipid-soluble enough to cross the blood-brain barrier,
has a lipid:water partition coefficient of only 04, so
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Binding of drugs to plasma
proteins

e Plasma albumin is most important and is a source of
species variation; B-globulin and acid glycoprotein also
bind some drugs that are bases.

e Plasma albumin binds mainly acidic drugs
(approximately two molecules per albumin molecule).
Saturable binding sometimes leads to a non-linear
relation between dose and free (active) drug
concentration.

e Extensive protein binding slows drug elimination
(metabolism and/or glomerular filtration).

e Competition between drugs for protein binding can
lead to clinically important drug interactions, but this is
uncommon.

sequestration of the drug by body fat is of little impor-
tance. Thiopental, by comparison (fat:water partition
coefficient approximately 10), accumulates substantially
in body fat. This has important consequences that limit its
usefulness as an intravenous anaesthetic to short-term ini-
tiation (‘induction’) of anaesthesia, and it has been
replaced by propofol even for this indication in many
countries (Ch. 41).

The second factor that limits the accumulation of drugs
in body fat is its low blood supply - less than 2% of the

cardiac output. Consequently, drugs are delivered slowly
to body fat, and the theoretical equilibrium distribution
between fat and body water is delayed. For practical pur-
poses, therefore, partition into body fat when drugs are
given acutely is important only for a few highly lipid-
soluble drugs (e.g. general anaesthetics; Ch. 41). When
lipid-soluble drugs are given chronically, however,
accumulation in body fat is often significant (e.g. benzo-
diazepines; Ch. 44). Some drugs and environmental con-
taminants (such as insecticides), if ingested intermittently,
accumulate slowly but progressively in body fat.

Body fat is not the only tissue in which drugs can accu-
mulate. Chloroquine - an antimalarial drug (Ch. 54) - has
a high affinity for melanin and is taken up by the retina,
which is rich in melanin granules, accounting for chloro-
quine’s ocular toxicity. Tetracyclines (Ch. 51) accumulate
slowly in bones and teeth, because they have a high affin-
ity for calcium, and should not be used in children for this
reason. Very high concentrations of amiodarone (an anti-
dysrhythmic drug; Ch. 21) accumulate in liver and lung
during chronic use, causing hepatitis and interstitial pul-
monary fibrosis.

DRUG ABSORPTION AND ROUTES
OF ADMINISTRATION

The main routes of drug administration and elimination
are shown schematically in Figure 88. Absorption is
defined as the passage of a drug from its site of adminis-
tration into the plasma. It is important for all routes of
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administration except intravenous injection, where it is
complete by definition. There are instances, such as topical
administration of a steroid cream to skin or inhalation of
a bronchodilator aerosol to treat asthma (Ch. 28), where
absorption as just defined is not required for the drug to
act, but in most cases the drug must enter plasma before
reaching its site of action.
The main routes of administration are:

e oral
¢ sublingual
* rectal
e application to other epithelial surfaces
(e.g. skin, cornea, vagina and nasal mucosa)
e inhalation
* injection
- subcutaneous
- intramuscular
- intravenous
- intrathecal
- intravitreal.

ORAL ADMINISTRATION

Most drugs are taken by mouth and swallowed. Little
absorption occurs until the drug enters the small intestine,
although a few non-polar drugs applied to the buccal
mucosa or under the tongue are absorbed directly from
the mouth (e.g. organic nitrates, Ch. 21, and buprenor-
phine, Ch. 42).

DRUG ABSORPTION FROM THE INTESTINE

For most drugs the mechanism of absorption is the same
as for other epithelial barriers, namely passive transfer at
arate determined by the ionisation and lipid solubility of
the drug molecules. Figure 89 shows the absorption
of various weak acids and bases as a function of pK,.
As expected, strong bases of pK, 10 or higher are poorly
absorbed, as are strong acids of pK, less than 3, because
they are fully ionised. The arrow poison curare used
by South American Indians contains quaternary ammo-
nium compounds that block neuromuscular transmission
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Fig. 8.9 Absorption of drugs from the intestine, as a
function of pKa, for acids and bases. Weak acids and bases

are well absorbed; strong acids and bases are poorly absorbed.
(Redrawn from Schanker LS et al. 1957 J Pharmacol 120, 528.)
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(Ch. 13). These strong bases are poorly absorbed from the
gastrointestinal tract, so the meat from animals killed in
this way was safe to eat.

In a few instances, intestinal drug absorption depends
on carrier-mediated transport rather than simple lipid dif-
fusion. Examples include levodopa, used in treating Par-
kinson’s disease (see Ch. 40), which is taken up by the
carrier that normally transports phenylalanine, and fluor-
ouracil (Ch. 56), a cytotoxic drug that is transported by
the carrier for pyrimidines (thymine and uracil). Iron is
absorbed via specific carriers in the epithelial cell mem-
branes of jejunal mucosa, and calcium is absorbed by a
vitamin D-dependent carrier.

FACTORS AFFECTING GASTROINTESTINAL
ABSORPTION

Typically, about 75% of a drug given orally is absorbed in
1-3 h, but numerous factors alter this, some physiological
and some to do with the formulation of the drug. The
main factors are:

e gut content (e.g. fed versus fasted)

e gastrointestinal motility

* splanchnic blood flow

* particle size and formulation

* physicochemical factors, including some drug
interactions.

The influence of feeding, which influences both gut
content and splanchnic blood flow, is routinely examined
in early phase clinical trials and prescribing advice tai-
lored accordingly. Gastrointestinal motility has a large
effect. Many disorders (e.g. migraine, diabetic neuropa-
thy) cause gastric stasis and slow drug absorption. Drug
treatment can also affect motility, either reducing (e.g.
drugs that block muscarinic receptors; see Ch. 13) or
increasing it (e.g. metoclopramide, an antiemetic used in
migraine to facilitate absorption of analgesic). Excessively
rapid movement of gut contents (e.g. in some forms of
diarrhoea) can impair absorption. Several drugs (e.g. pro-
pranolol) reach a higher plasma concentration if they are
taken after a meal, probably because food increases
splanchnic blood flow. Conversely, splanchnic blood flow
is greatly reduced by hypovolaemia or heart failure, with
a resultant reduction of drug absorption.

Particle size and formulation have major effects on
absorption. In 1971, patients in a New York hospital were
found to require unusually large maintenance doses of
digoxin (Ch. 21). In a study on normal volunteers, it was
found that standard digoxin tablets from different manu-
facturers resulted in grossly different plasma concentra-
tions (Fig. 8.10), even though the digoxin content of the
tablets was the same, because of differences in particle
size. Because digoxin is rather poorly absorbed, small dif-
ferences in the pharmaceutical formulation can make a
large difference to the extent of absorption.

Therapeutic drugs are formulated pharmaceutically to
produce desired absorption characteristics. Capsules may
be designed to remain intact for some hours after inges-
tion in order to delay absorption, or tablets may have a
resistant coating to give the same effect. In some cases, a
mixture of slow- and fast-release particles is included in
a capsule to produce rapid but sustained absorption.
More elaborate pharmaceutical systems include modified-
release preparations that permit less frequent dosing.
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Plasma digoxin concentration (nmol/l)

Hours
Fig. 8.10 Variation in oral absorption among different
formulations of digoxin. The four curves show the mean
plasma concentrations attained for the four preparations, each
of which was given on separate occasions to four subjects. The
large variation has caused the formulation of digoxin tablets to
be standardised since this study was published. (From
Lindenbaum J et a. 1971 N Engl J Med 285, 1344.)

Such preparations not only increase the dose interval but
also reduce adverse effects related to high peak plasma
concentrations following administration of a conventional
formulation.

When drugs are swallowed, the intention is usually that
they should be absorbed and cause a systemic effect, but
there are exceptions. Vancomycin isvery poorly absorbed,
and is administered orally to eradicate toxin-forming
Clostridium difficile from the gut lumen in patients with
pseudomembranous colitis (an adverse effect of broad-
spectrum antibiotics caused by appearance of this
organism in the bowel). Mesalazine is a formulation of
5-aminosalicylic acid in a pH-dependent acrylic coat that
degrades in the terminal ileum and proximal colon, and
is used to treat inflammatory bowel disease affecting this
part of the gut. Olsalazine is a prodrug (see p. 114-115)
consisting of a dimer of two molecules of 5-aminosalicylic
acid that is cleaved by colonic bacteria in the distal bowel
and is used to treat patients with distal colitis.

Bioavailability and bioequivalence

To get into the systemic circulation, for example from the
lumen of the small intestine, a drug must not only pene-
trate local barriers such as the intestinal mucosa, it must
also run a gauntlet of inactivating enzymes in the gut wall
and liver, referred to as “presystemic’ or ‘first-pass’ metab-
olism or clearance. The term bioavailability is used to indi-
cate the fraction (F) of an orally administered dose that
reaches the systemic circulation as intact drug, taking into
account both absorption and local metabolic degradation.
F is measured by determining the plasma drug concentra-
tion versus time curves in a group of subjects following
oral and (on a separate occasion) intravenous administra-
tion (the fraction absorbed following an intravenous dose
is 1 by definition). The areas under the plasma concentra-
tion time curves (AUC) are used to estimate F as AUC,,.1/
AUCGC, ravenous- Bioavailability is not a characteristic solely of
the drug preparation: variations in enzyme activity of gut
wall or liver, in gastric pH or intestinal motility all affect it.

Because of this, one cannot speak strictly of the bioavaila-
bility of a particular preparation, but only of that prepara-
tion in a given individual on a particular occasion, and F
determined in a group of healthy volunteer subjects may
differ substantially from the value determined in patients
with diseases of gastrointestinal or circulatory systems.

Bioavailability relates only to the total proportion of the
drug that reaches the systemic circulation and neglects
the rate of absorption. If a drug is completely absorbed
in 30 min, it will reach a much higher peak plasma con-
centration (and have a more dramatic effect) than if it
were absorbed over several hours. Regulatory authorities
- which have to make decisions about the licensing of
products that are ‘generic equivalents’ of patented prod-
ucts - require evidence of ‘bioequivalence’ based on the
maximum concentration achieved (C,,), time between
dosing and Ca (twa) and AUC.). For most drugs,
each of these parameters (AUC(..) Ciuv tma) must lie
between 80% and 125% of a marketed preparation for the
new generic product to be accepted as bioequivalent
(EMEA, 2009).

SUBLINGUAL ADMINISTRATION

Absorption directly from the oral cavity is sometimes
useful (provided the drug does not taste too horrible)
when a rapid response is required, particularly when the
drug is either unstable at gastric pH or rapidly metabo-
lised by the liver. Glyceryl trinitrate and buprenorphine
are examples of drugs that are often given sublingually
(Chs 21 and 41, respectively). Drugs absorbed from the
mouth pass directly into the systemic circulation without
entering the portal system, and so escape first-pass metab-
olism by enzymes in the gut wall and liver.

RECTAL ADMINISTRATION

Rectal administration is used for drugs that are required
either to produce a local effect (e.g. anti-inflammatory
drugs for use in ulcerative colitis) or to produce systemic
effects. Absorption following rectal administration is
often unreliable, but this route can be useful in patients
who are vomiting or are unable to take medication by
mouth (e.g. postoperatively). It is sometimes used to
administer diazepam to children who are in status epilep-
ticus (Ch. 45), in whom it is difficult to establish intrave-
nous access.

APPLICATION TO EPITHELIAL SURFACES
CUTANEOUS ADMINISTRATION

Cutaneous administration is used when a local effect on
the skin is required (e.g. topically applied steroids,
Ch. 27). Appreciable absorption may nonetheless occur
and lead to systemic effects; absorption is sometimes
exploited therapeutically, for example in local application
of rub-on gels of non-steroidal anti-inflainmatory agents
such as ibuprofen (Ch. 26).

Most drugs are absorbed very poorly through unbro-
ken skin. However, a number of organophosphate insec-
ticides (see Ch. 13), which need to penetrate an insect’s
cuticle in order to work, are absorbed through skin, and
accidental poisoning occurs in farm workers.

V A case is recounted of a 35-year-old florist in 1932. 'While engaged

in doing a light electrical repair job at a work bench he sat down in



a chair on the seat of which some 'Nico-Fume liquid’ (a 40% solution
of free nicotine) had been spilled. He felt the solution wet through
his clothes to the skin over the left buttock, an area about the size
of the palm of his hand. He thought nothing further of it and con-
tinued at his work for about 15 minutes, when he was suddenly
seized with nausea and faintness ... and found himself in a drench-
ing sweat. On the way to hospital he lost consciousness.” He sur-
vived, just, and then 4 days later: ‘On discharge from the hospital
he was given the same clothes that he had worn when he was
brought in. The clothes had been keptin a paper bag and were still
damp where they had been wet with the nicotine solution.” The
sequel was predictable. He survived again but felt thereafter ‘unable
to enter a greenhouse where nicotine was being sprayed’. Transder-
mal dosage forms of nicotine are now used to reduce the withdrawal
symptoms that accompany stopping smoking (Ch. 49).
Transdermal dosage forms, in which the drug is incorpo-
rated in a stick-on patch applied to the skin, are used
increasingly, and several drugs - for example oestrogen
and testosterone for hormone replacement (Ch. 35) are
available in this form. Such patches produce a steady rate
of drug delivery and avoid presystemic metabolism. Fen-
tanyl is available in a patch to treat intermittent break-
through pain (Ch. 42). However, the method is suitable
only for lipid-soluble drugs and is relatively expensive.

NASAL SPRAYS

Some peptide hormone analogues, for example of anti-
diuretic hormone (Ch. 33) and of gonadotrophin-
releasing hormone (see Ch. 35), are given as nasal sprays,
as is calcitonin (Ch. 36). Absorption is believed to take
place through mucosa overlying nasal-associated lym-
phoid tissue. This is similar to mucosa overlying Peyer’s
patches in the small intestine, which is also unusually
permeable.

EYE DROPS

Many drugs are applied as eye drops, relying on absorp-
tion through the epithelium of the conjunctival sac to
produce their effects. Desirable local effects within the eye
can be achieved without causing systemic side effects; for
example, dorzolamide is a carbonic anhydrase inhibitor
that is given as eye drops to lower ocular pressure in
patients with glaucoma. It achieves this without affecting
the kidney (see Ch. 29), thus avoiding the acidosis that is
caused by oral administration of acetazolamide. Some
systemic absorption from the eye occurs, however, and
can result in unwanted effects (e.g. bronchospasm in asth-
matic patients using timolol eye drops for glaucoma).

ADMINISTRATION BY INHALATION

Inhalation is the route used for volatile and gaseous
anaesthetics, the lung serving as the route of both admin-
istration and elimination. The rapid exchange resulting
from the large surface area and blood flow makes it
possible to achieve rapid adjustments of plasma concen-
tration. The pharmacokinetic behaviour of inhalation
anaesthetics is discussed more fully in Chapter 41.
Drugs used for their effects on the lung are also given
by inhalation, usually as an aerosol. Glucocorticoids
(e.g. beclometasone dipropionate) and bronchodilators
(e.g. salbutamol; Ch. 28) are given in this way to achieve
high local concentrations in the lung while minimising
systemic side effects. However, drugs given by inhalation
in this way are usually partly absorbed into the circula-
tion, and systemic side effects (e.g. tremor following
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salbutamol) can occur. Chemical modification of a drug
may minimise such absorption. For example, ipratro-
pium, a muscarinic-receptor antagonist (Chs 13 and 28),
is a quaternary ammonium ion analogue of atropine. It is
used as aninhaled bronchodilator because its poor absorp-
tion minimises systemic adverse effects.

ADMINISTRATION BY INJECTION

Intravenous injection is the fastest and most certain route
of drug administration. Bolus injection rapidly produces
a high concentration of drug, first in the right heart and
pulmonary vessels and then in the systemic circulation.
The peak concentration reaching the tissues depends criti-
cally on the rate of injection. Administration by steady
intravenous infusion avoids the uncertainties of absorp-
tion from other sites, while avoiding high peak plasma
concentrations caused by bolus injection.

Subcutaneous or intramuscular injection of drugs
usually produces a faster effect than oral administration,
but the rate of absorption depends greatly on the site of
injection and on local blood flow. The rate-limiting factors
in absorption from the injection site are:

e diffusion tlhrough the tissue
e removal by local blood flow.

Absorption from a site of injection (sometimes but not
always desirable, see below) is increased by increased
blood flow. Hyaluronidase (an enzyme that breaks down
the intercellular matrix, thereby increasing diffusion)
also increases drug absorption from the site of injection.
Conversely, absorption is reduced in patients with circu-

latory failure (‘shock’) in whom tissue perfusionis reduced
(Ch. 22).

METHODS FOR DELAYING ABSORPTION

It may be desirable to delay absorption, either to produce
a local effect or to prolong systemic action. For example,
addition of adrenaline (epinephrine) to a local anaesthetic
reduces absorption of the anaesthetic into the general
circulation, usefully prolonging the anaesthetic effect
(Ch. 43). Formulation of insulin with protamine and zinc
produces a long-acting form (see Ch. 31). Procaine penicil-
lin (Ch. 51) is a poorly soluble salt of penicillin; when
injected as an aqueous suspension, it is slowly absorbed
and exerts a prolonged action. Esterification of steroid
hormones (e.g. medroxyprogesterone acetate, testoster-
one propionate; Ch. 35) and antipsychotic drugs (e.g. flu-
phenazine decanoate; Ch. 46) increases their solubility in
oil and slows their rate of absorption when they are
injected in an oily solution.

Another method used to achieve slow and continuous
absorption of certain steroid hormones (e.g. oestradiol;
Ch. 35) is the subcutaneous implantation of drug sub-
stance, for example formulated as a solid pellet. The rate
of absorption is proportional to the surface area of the
implant.

INTRATHECAL INJECTION

Injection of a drug into the subarachnoid space via a
lumbar puncture needle is used for some specialised pur-
poses. Methotrexate (Ch. 56) is administered in this
way in the treatment of certain childhood leukaemias
to prevent relapse in the CNS. Regional anaesthesia
can be produced by intrathecal administration of a local
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anaesthetic such as bupivacaine (see Ch. 43); opioid anal-
gesics can also be used in this way (Ch. 42). Baclofen (a
GABA analogue; Ch. 38) is used to treat disabling muscle
spasms. It has been administered intrathecally to mini-
mise its adverse effects. Some antibiotics (e.g. aminogly-
cosides) cross the blood-brain barrier very slowly, and in
rare clinical situations where they are essential (e.g.
nervous system infections with bacteria resistant to other
antibiotics) can be given intrathecally or directly into the
cerebral ventricles via a reservoir.

INTRAVITREAL INJECTION

Ranibizumab (monoclonal antibody fragment that binds
to vascular endothelial growth factor; Ch. 22) is given by
intravitreal injection by ophthalmologists treating patients
with wet age-related macular degeneration.

Drug absorption and bioavailability

e Drugs of very low lipid solubility, including those that
are strong acids or bases, are generally poorly
absorbed from the gut.

e A few drugs (e.g. levodopa) are absorbed by carrier-
mediated transfer.

e Absorption from the gut depends on many factors,

including:

— gastrointestinal motility

— gastrointestinal pH

- particle size

— physicochemical interaction with gut contents (e.g.
chemical interaction between calcium and
tetracycline antibiotics).

Bioavailability is the fraction of an ingested dose of a

drug that gains access to the systemic circulation. It

may be low because absorption is incomplete, or
because the drug is metabolised in the gut wall or liver
before reaching the systemic circulation.

Bioequivalence implies that if one formulation of a drug

is substituted for another, no clinically untoward

conseqguences will ensue.

DISTRIBUTION OF DRUGS IN THE BODY
BODY FLUID COMPARTMENTS

Body water is distributed into four main compartments
(Fig. 8.11). The total body water as a percentage of body
weight varies from 50% to 70%, being rather less in women
than in men.

Extracellular fluid comprises the blood plasma (about
4.5% of body weight), interstitial fluid (16%) and lymph
(1.2%). Intracellular fluid (30-40%) is the sum of the fluid
contents of all cells in the body. Transcellular fluid (2.5%)
includes the cerebrospinal, intraocular, peritoneal, pleural
and synovial fluids, and digestive secretions. The fetus
may also be regarded as a special type of transcellular
compartment. Within each of these aqueous compart-
ments, drug molecules usually exist both in free solution
and in bound form; furthermore, drugs that are weak

Interstitial Intraceliular
water water
~16% ~35%
B BBB BBBBB B
Plasma Trans-
water cellular
~5% water
° ® ~2%
O‘""OO‘ ....... (@] @) ®----8
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v
(@) o O
B BB Bound drug molecules
i
| O @ © Free drug molecules
\
BB B
Fat ~20%
Fig. 8.11 The main body fluid compartments, expressed

as a percentage of body weight. Drug molecules exist in
bound or free form in each compartment, but only the free drug
is able to move between the compartments.

acids or bases will exist as an equilibrium mixture of the
charged and uncharged forms, the position of the equilib-
rium depending on the pH.

The equilibrium pattern of distribution between the
various compartments will therefore depend on:

e permeability across tissue barriers
* binding within compartments

e pH partition

e fat:water partition.

To enter the transcellular compartments from the extracel-
lular compartment, a drug must cross a cellular barrier, a
particularly important example being the blood-brain
barrier.

THE BLOOD-BRAIN BARRIER

The concept of the blood-brain barrier was introduced by
Paul Ehrlich to explain his observation that intravenously
injected dye stained most tissues but not the brain. The
barrier consists of a continuous layer of endothelial cells
joined by tight junctions and surrounded by pericytes.
The brain is consequently inaccessible to many drugs
whose lipid solubility is insufficient to allow penetration
of the blood-brain barrier. However, inflammation
can disrupt the integrity of the blood-brain barrier, allow-
ing normally impermeant substances to enter the brain
(Fig. 8.12); consequently, penicillin (Ch. 51) can be
given intravenously (rather than intrathecally) to treat
bacterial meningitis (which is accompanied by intense
inflamimation).

Furthermore, in some parts of the CNS, including the
chemoreceptor trigger zone, the barrier is leaky. This enables
domperidone, an antiemetic dopamine-receptor antago-
nist (Chs 30 and 40) that does not penetrate the blood-
brain barrier but does access the chemoreceptor trigger
zone, to be used to prevent the nausea caused by dopamine
agonists such as apomorphine when these are used to
treat advanced Parkinson’s disease. This is achieved



100 —~ ;
50 — =
Plasma
L Lo ol
£
(@]
£ 5 -
(=
kel
i
1=
Q
Q
=
o
(©)
1O T
#27 CSF N
(meningitis)
® _ CSF (normal)
01—

\ \ \ [ [
0 1 2 3 4 5 6

Time (hours)

Fig. 8.12 Plasma and cerebrospinal fluid concentrations 3
of an antibiotic (thienamycin) following an intravenous dose ‘
(25 mg/kg). In normal rabbits, no drug reaches the ‘
cerebrospinal fluid (CSF), but in animals with experimental
Escherichia coli meningitis the concentration of drug in CSF
approaches that in the plasma. (From Patamasucon P,
McCracken Jr GH 1973 Antimicrob Agents Chemother 3, 270.)

without loss of efficacy, because dopamine receptors in
the basal ganglia are accessible only to drugs that have
traversed the blood-brain barrier.

Methylnaltrexone bromide is a peripherally acting
u-opioid-receptor antagonist used in treating opioid-
induced constipation in patients requiring opioids as part
of palliative care. It has limited gastrointestinal absorption
and does not cross the blood-brain barrier, so does not
block the desired CNS opioid effects. Several peptides,
including bradykinin and enkephalins, increase blood-
brain barrier permeability. There is interest in exploiting
this to improve penetration of anticancer drugs during
treatment of brain tumours. In addition, extreme stress
renders the blood-brain barrier permeable to drugs
such as pyridostigmine (Ch. 13), which normally act
peripherally.?

VOLUME OF DISTRIBUTION

The apparent volume of distribution, Vy, (see Ch. 10) is
defined as the volume that would contain the total body

*This has been invoked to explain the central symptoms of
cholinesterase inhibition experienced by some soldiers during the Gulf
War. These soldiers may have been exposed to cholinesterase inhibitors
(developed as chemical weapons and also used externally during the
conflict to prevent insect infestation) in the context of the stress of
warfare.

ABSORPTION AND DISTRIBUTION OF DRUGS

content of the drug (Q) at a concentration equal to that
present in the plasma (C,):

Vo=
d Cp

It is important to avoid identifying a given range of Vj
too closely with a particular anatomical compartiment.
Drugs may act at very low concentrations in the key com-
partment that provides access to their receptors. For
example, insulin has a measured V, similar to the volume
of plasma water but exerts its effects on muscle, fat and
liver via receptors that are exposed to interstitial fluid but
not to plasma (Ch. 31).

DRUGS LARGELY CONFINED TO
THE PLASMA COMPARTMENT

The plasma volumeis about 0.05 1/kg body weight. A few
drugs, such as heparin (Ch. 24), are confined to plasma
because the molecule is too large to cross the capillary
wall easily. More often, retention of a drug in the plasma
following a single dose reflects strrong binding to plasma
protein. It is, nevertheless, the free drug in the interstitial
fluid that exerts a pharmacological effect. Following
repeated dosing, equilibration occurs and measured V4
increases. Some dyes bind exceptionally strongly to
plasma albumin, as with Evans blue, such that its V, is
used experimentally to measure plasma volume.

DRUGS DISTRIBUTED IN THE EXTRACELLULAR
COMPARTMENT

The total extracellular volume is about 0.2 1/kg, and this
is the approximate V, for many polar compounds, such
as vecuronium (Ch. 13), gentamicin and carbenicillin
(Ch. 51). These drugs cannot easily enter cells because of
their low lipid solubility, and they do not traverse the
blood-brain or placental barriers freely. Many macromo-
lecular biopharmaceuticals, notably monoclonal antibod-
ies (Ch. 59), distribute in the extracellular space and access
receptors on cell surfaces but do not enter cells. Nucleic
acid-based biopharmaceuticals which work on intracel-
lular DNA or RNA are often packaged in special delivery
systems (see p. 114-115) that facilitate access to the cell
interior, often in low amounts that are nevertheless suf-
ficient to exert effects on protein synthesis.

DISTRIBUTION THROUGHOUT THE BODY WATER

Total body water represents about 0.55 1/kg. This approx-
imates the distribution of many drugs that readily cross
cell membranes, such as phenytoin (Ch. 45) and ethanol
(Ch. 49). The binding of drugs outside the plasma com-
partment, or partitioning into body fat, increases V,
beyond total body water. Consequently, there are also
many drugs with V4 greater than the total body volume,
such as morphine (Ch. 42), tricyclic antidepressants
(Ch. 47) and haloperidol (Ch. 46). Such drugs are not
efficiently removed from the body by haemodialysis,
which is therefore unhelpful in managing overdose with
such agents.

DRUG INTERACTIONS CAUSED BY

ALTERED ABSORPTION

Gastrointestinal absorption is slowed by drugs that
inhibit gastric emptying, such as atropine or opiates, or
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Drug distribution

e The major compartments are:
— plasma (5% of body weight)
— interstitial fluid (16%)

— intracellular fluid (35%)
— transcellular fluid (2%)
- fat (20%).

¢ \/olume of distribution (V) is defined as the volume
that would contain the total body content of the drug
at a concentration equal to that in the plasma.

e Lipid-insoluble drugs are mainly confined to plasma
and interstitial fluids; most do not enter the brain
following acute dosing.

e Lipid-soluble drugs reach all compartments and may
accumulate in fat.

e For drugs that accumulate outside the plasma
compartment (e.g. in fat or by being bound to tissues),
Vs may exceed total body volume.

accelerated by drugs that hasten gastric emptying (e.g.
metoclopramide; see Ch. 30). Alternatively, drug A may
interact physically or chemically with drug B in the gut in
such a way as to inhibit absorption of B. For example, Ca*"
and Fe?* each form insoluble complexes with tetracycline
that retard their absorption; colestyramine, a bile acid-
binding resin, binds several drugs (e.g. warfarin, digoxin),
preventing their absorption if administered simultane-
ously. Another example is the addition of adrenaline
(epinephrine) to local anaesthetic injections; the resulting
vasoconstriction slows the absorption of the anaesthetic,
thus prolonging its local effect (Ch. 43).

DRUG INTERACTIONS CAUSED BY
ALTERED DISTRIBUTION

One drug may alter the distribution of another, by com-
peting for a common binding site on plasma albumin or
tissue protein, but such interactions are seldom clinically
important unless accompanied by a separate effect on
drug elimination (see Ch. 9). Displacement of a drug from
binding sites in plasma or tissues transiently increases the
concentration of free (unbound) drug, but this is followed
by increased elimination, so a new steady state results in
which total drug concentration in plasma is reduced but
the free drug concentration is similar to that before intro-
duction of the second ‘displacing” drug. Consequences of
potential clinical importance include:

e Toxicity from the transient increase in concentration
of free drug before the new steady state is reached.

e If dose is being adjusted according to measurements
of total plasma concentration, it must be
appreciated that the target therapeutic concentration
range will be altered by co-administration of a
displacing drug.

* When the displacing drug additionally reduces
elimination of the first, so that the free concentration
is increased not only acutely but also chronically at
the new steady state, severe toxicity may ensue.

Although many drugs have appreciable affinity for
plasma albumin, and therefore might potentially be

expected to interact in these ways, there are rather few
instances of clinically important interactions of this type.
Protein-bound drugs that are given in large enough
dosage to act as displacing agents include various sulfona-
niides and chloral hydrate; trichloracetic acid, a metabolite
of chloral hydrate, binds very strrongly to plasma albumin.
Displacement of bilirubin from albumin by such drugs in
jaundiced premature neonates can have clinically disas-
trous consequences: bilirubin metabolism is undeveloped
in the premature liver, and unbound bilirubin can cross
the immature blood-brain barrier and cause kernicterus
(staining of the basal ganglia by bilirubin). This causes a
distressing and permanent disturbance of movement
known as choreoathetosis, characterised by involuntary
writhing and twisting movements in the child.

Phenytoin dose is adjusted according to measurement
of its concentration in plasma, and such measurements do
not routinely distinguish bound from free phenytoin (that
is, they reflect the total concentration of drug). Introduc-
tion of a displacing drug in an epileptic patient whose
condition is stabilised on phenytoin (Ch. 45) reduces the
total plasma phenytoin concentration owing to increased
elimination of free drug, but there is no loss of efficacy
because the concentration of unbound (active) phenytoin
at the new steady state is unaltered. If it is not appreciated
that the therapeutic range of plasma concentrations has
been reduced in this way, an increased dose may be pre-
scribed, resulting in toxicity.

There are several instances where drugs that alter
protein binding additionally reduce elimination of the
displaced drug, causing clinically important interactions.
Salicylates displace methotrexate from binding sites on
albumin and reduce its secretion into the nephron by com-
petition with the organic anion transporter (OAT; Ch. 9).
Quinidine and several other antidysrhythmic drugs
including verapamil and amiodarone (Ch. 21) displace
digoxin from tissue-binding sites while simultaneously
reducing its renal excretion; they consequently can cause
severe dysrhythmias through digoxin toxicity.

SPECIAL DRUG DELIVERY SYSTEMS

Several approaches are used or in development toimprove
drug delivery and localise the drug to the target tissue.
They include:

e prodrugs

* biologically erodible nanoparticles
* antibody-drug conjugates

* packaging in liposomes

* coated implantable devices.

PRODRUGS

Prodrugs are inactive precursors that are metabolised to
active metabolites; they are described in Chapter 9. Some
of the examples in clinical use confer no obvious benefits
and have been found to be prodrugs only retrospectively,
not having been designed with this in mind. However,
some do have advantages. For example, the cytotoxic
drug cyclophosphamide (see Ch. 56) becomes active only
after it has been metabolised in the liver; it can therefore
be taken orally without causing serious damage to the
gastrointestinal epithelium. Levodopa is absorbed from
the gastrointestinal tract and crosses the blood-brain



barrier via an amino acid transport mechanism before
conversion to active dopamine in nerve terminals in the
basal ganglia (Ch. 40). Zidovudine is phosphorylated to
its active triphosphate metabolite only in cells containing
the appropriate reverse transcriptase, hence conferring
selective toxicity towards cells infected with HIV (Ch. 52).
Valaciclovir and famciclovir are each ester prodrugs,
respectively of aciclovir and of penciclovir. Their bioa-
vailability is greater than that of aciclovir and penciclovir,
which are themselves prodrugs that are converted into
active metabolitesin virally infected cells (Ch. 52). Diacetyl
morphine (‘heroin’) is a prodrug that penetrates the
blood-brain barrier even faster than its active metabolites
morphine and 6-monoacetyl morphine (Ch. 42), account-
ing for increased ‘buzz’ and hence abuse potential.

Other problems could theoretically be overcome by the
use of suitable prodrugs; for example, instability of drugs
at gastric pH, direct gastric irritation (aspirin was synthe-
sised in the 19th century in a deliberate attempt to produce
a prodrug of salicylic acid that would be tolerable when
taken by mouth), failure of drug to cross the blood-brain
barrier and so on. Progress with this approach remains
slow, however, and the optimistic prodrug designer ‘will
have to bear in mind that an organism’s normal reaction
to a foreign substance is to burn it up for food".

BIOLOGICALLY ERODIBLE NANOPARTICLES

V¥ Microspheres of biologically erodible polymers (see Varde &
Pack, 2004) can be engineered to adhere to mucosal epithelium in
the gut. Such particles can be loaded with drugs, including high-
molecular-weight substances, as a means of improving absorption,
which occurs both through mucosal absorptive epithelium and also
through epithelium overlying Peyer’s patches. Various polymer
nanoparticles, that can be loaded with drug molecules and targeted
to specific tissues, are in development for many therapeutic applica-
tions (see Singh & Lillard, 2008), particularly as a means of deliver-
ing cytotoxic drugs specifically to cancer cells (see Ch. 56).

ABSORPTION AND DISTRIBUTION OF DRUGS

ANTIBODY-DRUG CONJUGATES

V One of the aims of cancer chemotherapy is to improve the selec-
tivity of cytotoxic drugs (see Ch. 56). One interesting possibility is
to attach the drug to an antibody directed against a tumour-specific
antigen, which will bind selectively to tumour cells.

PACKAGING IN LIPOSOMES

V Liposomes are vesicles 0.1-1 um in diameter produced by sonica-
tion of an aqueous suspension of phospholipids. They can be filled
with non-lipid-soluble drugs, which are retained until the liposome
is disrupted. Liposomes are taken up by reticuloendothelial cells,
especially in the liver. They are also concentrated in malignant
tumours, and thereis a possibility of achieving selective delivery of
drugs in this way. Amphotericin, an antifungal drug used to treat
systemic mycoses (Ch. 53), is available in a liposomal formulation
that is less nephrotoxic and better tolerated than the conventional
form, albeit considerably more expensive. A long acting form of
doxorubicin encapsulated in liposomes is available for the treat-
ment of malignancies (including ovarian cancer and myeloma), and
paclitaxel is available in an albumin nanoparticle used to treat
breast cancer (Ch. 56). Lipid nanoparticles are being used to deliver
small interfering RNA preparations that are in development for a
wide range of potential indications (Ch. 59). In the future, it may
be possible to direct drugs or genes selectively to a specific target
by incorporating antibody molecules into liposomal membrane
surfaces.

COATED IMPLANTABLE DEVICES

¥V Impregnated coatings have been developed that permit localised
drug delivery from implants. Examples include hormonal delivery
to the endometrium from intrauterine devices, and delivery of anti-
thrombotic and antiproliferative agents (drugs or radiopharmaceu-
ticals) to the coronary arteries from stents (tubular devices inserted
via a catheter after a diseased coronary artery has been dilated
with a balloon). Stents reduce the occurrence of re-stenosis, but
this can still occur at the margin of the device. Coating stents with
drugs such as sirolimus (a potent immunosuppressant; see Ch. 206)
embedded in a surface polymer prevents this important clinical
problem.
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9 Drug metabolism and elimination

OVERVIEW

We describe phases 1 and 2 of drug metabolism,
emphasising the importance of the cytochrome P450
monooxygenase system. We then cover the proc-
esses of biliary excretion and enterohepatic recircu-
lation of drugs, and of drug interactions caused by
induction or inhibition of metabolism. Drug and drug
metabolite elimination by the kidney are described
and drug interactions due to effects on renal elimina-
tion considered.

INTRODUCTION

Drug elimination is the irreversible loss of drug from the
body. It occurs by two processes: metabolisi and excretion.
Metabolism consists of anabolism and catabolism, i.e.
respectively the build-up and breakdown of substances
by enzymic conversion of one chemical entity to another
within the body, whereas excretion consists of elimination
from the body of drug or drug metabolites. The main
excretory routes are:

* the kidneys

* the hepatobiliary system

¢ the lungs (important for volatile/ gaseous
anaesthetics).

Most drugs leave the body in the urine, either unchanged
or as polar metabolites. Some drugs are secreted into
bile via the liver, but most of these are then reabsorbed
from the intestine. There are, however, instances (e.g.
rifampicin; Ch. 51) where faecal loss accounts for the
elimination of a substantial fraction of unchanged drug in
healthy individuals, and faecal elimination of drugs such
as digoxin that are normally excreted in urine (Ch. 21)
becomes progressively more important in patients with
advancing renal failure. Excretion via the lungs occurs
only with highly volatile or gaseous agents (e.g. general
anaesthetics; Ch. 41). Small amounts of some drugs are
also excreted in secretions such as milk or sweat. Elimina-
tion by these routes is quantitatively negligible compared
with renal excretion, although excretion into milk can
sometimes be important because of effects on the baby
(www.fpnotebook.com/ob/Pharm/MdctnsInLctn.htm).

Lipophilic substances are not eliminated efficiently by
the kidney. Consequently, most lipophilic drugs are
metabolised to more polar products, which are then
excreted in urine. Drug metabolism occurs predominantly
in the liver, especially by the cytochrome P450 (CYP)
system. Some P450 enzymes are extrahepatic and play an
important part in the biosynthesis of steroid hormones
(Ch. 33) and eicosanoids (Ch. 18), but here we are con-
cerned with catabolism of drugs by the hepatic P450
system.

DRUG METABOLISM

Animals have evolved complex systems that detoxify
foreign chemicals (‘xenobiotics’), including carcinogens
and toxins present in poisonous plants. Drugs are a special
case of such xenobiotics and, like plant alkaloids, they
often exhibit clirality (i.e. there is more than one stereo-
isomer), which affects their overall metabolism. Drug
metabolism involves two kinds of reaction, known as
phase 1 and phase 2, which often occur sequentially. Both
phases decrease lipid solubility, thus increasing renal
elimination.

PHASE 1 REACTIONS

Phase 1 reactions (e.g. oxidation, reduction or hydrolysis)
are catabolic, and the products are often more chemically
reactive and hence, paradoxically, sometimes more toxic
or carcinogenic than the parent drug. Phase 1 reactions
often introduce a reactive group, such as hydroxyl, into
the molecule, a process known as ‘functionalisation’. This
group then serves as the point of attack for the conjugat-
ing system to attach a substituent such as glucuronide
(Fig. 9.1), explaining why phase 1 reactions so often
precede phase 2 reactions. The liver is especially impor-
tant in phase 1 reactions. Many hepatic drug-metabolising
enzymes, including CYP enzymes, are embedded in the
smooth endoplasmic reticulum. They are often called
‘microsomal’ enzymes because, on homogenisation and
differential centrifugation, the endoplasmic reticulum is
broken into very small fragments that sediment only after
prolonged high-speed centrifugation in the microsomal
fraction. To reach these metabolising enzymes in life, a
drug must cross the plasma membrane. Polar molecules
do this less readily than non-polar molecules except where
there are specific transport mechanisms (Ch. 8), so intra-
cellular metabolism is important for lipid-soluble drugs,
while polar drugs are, at least partly, excreted unchanged
in the urine.

THE P450 MONOOXYGENASE SYSTEM

Nature, classification and mechanism of

P450 enzymes

Cytochrome P450 enzymes are haem proteins, comprising
a large family (‘superfamily’) of related but distinct
enzymes, each referred to as CYP followed by a defining
set of numbers and a letter. These enzymes differ from
one another in amino acid sequence, in sensitivity to inhib-
itors and inducing agents (see below), and in the specificity
of the reactions that they catalyse (see Anzenbacher, 2007
for review). Different members of the family have distinct,
but often overlapping, substrate specificities. Purification
and cloning of P450 enzymes form the basis of the current
classification, which is based on amino acid sequence
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CYP1A2 Caffeine, paracetamol (-NAPQI), i DOH P450 DH
tacrine, theophylline i BT
CYP2B6 Cyclophosphamide, methadone |
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Adapted from http://medicine.iupui.edu/flockhart/table.htm

similarities. Seventy-four CYP gene families have been
described, of which three main ones (CYP1, CYP2 and
CYP3) are involved in drug metabolism in human liver.
Examples of therapeutic drugs that are substrates for some
important P450 isoenzymes are shown in Table 9.1. Drug
oxidation by the monooxygenase P450 system requires
drug (substrate, ‘DH’), P450 enzyme, molecular oxygen,
NADPH and NADPH-P450 reductase (a flavoprotein).
The mechanism involves a complex cycle (Fig. 9.2), but
the outcome of the reaction is quite simple, namely the
addition of one atom of oxygen (from molecular oxygen)
to the drug to form a hydroxylated product (DOH), the
other atom of oxygen being converted to water.
V P450 enzymes have unique spectral properties, and the reduced
forms combine with carbon monoxide to form a pink compound
(hence 'P’) with absorption peaks near 450 nm (range 447-452 nm).
The first clue that there is more than one form of CYP came from
the observation that treatment of rats with 3-methylcholanthrene
(3-MC), an inducing agent (see below), causes a shift in the

= NADPH-P450 reductase

Cytochrome bg

Fig. 9.2 The monooxygenase P450 cycle. Each of the pink
or blue rectangles represents one single molecule of
cytochrome P450 (P450) undergoing a catalytic cycle. Iron in
P450 is in either the ferric (pink rectangles) or ferrous (blue
rectangles) state. P450 containing ferric iron (Fe*) combines
with a molecule of drug (‘DH’); receives an electron from
NADPH-P450 reductase, which reduces the iron to Fe?;
combines with molecular oxygen, a proton and a second
electron (either from NADPH-P450 reductase or from
cytochrome bs) to form an Fe**OOH~DH complex. This
combines with another proton to yield water and a ferric oxene
(FeQ)**-DH complex. (FeQ)** extracts a hydrogen atom from
DH, with the formation of a pair of short-lived free radicals (see
text), liberation from the complex of oxidised drug (‘DOH’), and
regeneration of P450 enzyme.
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absorption maximum from 450 to 448 nm - the 3-MC-induced
isoform of the enzyme absorbs light maximally at a slightly shorter
wavelength than the un-induced enzyme.

P450 and biological variation

There are important variations in the expression and regu-
lation of P450 enzymes between species. For instance, the
pathways by which certain dietary heterocyclic amines
(formed when meat is cooked) generate genotoxic prod-
ucts involves one member of the P450 superfamily
(CYP1A2) that is constitutively present in humans and
rats (which develop colon tumours after treatment with
such amines) but not in cynomolgus monkeys (which do
not). Suchspecies differences have crucial implications for
the choice of species to be used for toxicity and carcino-
genicity testing during the development of new drugs for
use in humans.

Within human populations, there are major sources of
inter-individual variation in P450 enzymes that are of great
importance in therapeutics. These include genetic polymor-
phisms (alternative sequences at a locus within the DNA
strand - alleles - that persist in a population through several
generations; Ch. 11). Environmental factors are also impor-
tant, since enzyme inhibitors and inducers are present in
the diet and environment. For example, a component of
grapefruit juice inhibits drug metabolism (leading to poten-
tially disastrrous consequences, including cardiac dysrhyth-
mias), whereas Brussels sprouts and cigarette smoke induce
P450 enzymes. Components of the herbal medicine St
John’s wort (Ch. 47) induce CYP450 isoenzymes as well as
P-glycoprotein (P-gp) (see Ch. 8). Drug interactions based
on one drug altering the metabolism of another are common
and clinically important (see Ch. 11).

Not all drug oxidation reactions involve the P450
system. Some drugs are metabolised in plasma (e.g.
hydrolysis of suxamethonium by plasma cholinesterase;
Ch. 13), lung (e.g. various prostanoids; Ch. 17) or gut (e.g.
tyramine, salbutamol; Chs 14 and 28). Ethanol (Ch. 49) is
metabolised by a soluble cytoplasmic enzyme, alcohol
dehydrogenase, in addition to CYP2E1. Other P450-
independent enzymes involved in drug oxidation include
xanthine oxidase, which inactivates 6-mercaptopurine
(Ch. 56), and monoamine oxidase, which inactivates many
biologically active amines (e.g. noradrenaline [norepine-
phrine], tyramine, 5-hydroxytryptamine; Chs 14 and 15).

HYDROLYTIC REACTIONS

Hydrolysis (e.g. of aspirin; Fig. 9.1) occurs in plasma and
in many tissues. Both ester and (less readily) amide bonds
are susceptible to hydrolytic cleavage. Reduction is less
common in phase 1 metabolism than oxidation, but war-

farin (Ch. 24) is inactivated by reduction of a ketone to a
hydroxyl group by CYP2A6.

PHASE 2 REACTIONS

Phase 2 reactions are synthetic (‘anabolic’) and involve
conjugation (i.e. attachment of a substituent group),
which usually results in inactive products, although there
are exceptions (e.g. the active sulfate metabolite of minox-
idil, a potassium channel activator used to treat severe
hypertension (Ch. 22) and to promote hair growth.
Phase 2 reactions take place mainly in the liver. If a
drug molecule or Phase 1 product has a suitable ‘handle’
(e.g. a hydroxyl, thiol or amino group), it is susceptible
to conjugation. The chemical group inserted may

UDP-a-glucuronide

Glucuronyl transfer | UDP-glucuronyl transferase

Glucuronide

Drug-B-glucuronide conjugate

Fig. 9.3 The glucuronide conjugation reaction. A
glucuronyl group is transferred from uridine diphosphate
glucuronic acid (UDPGA) to a drug molecule.

be glucuronyl (Fig. 9.3), sulfate, methyl or acetyl. The
tripeptide glutathione conjugates drugs or their phase 1
metabolites via its sulfhydryl group, as in the detoxifica-
tion of paracetamol (see Fig. 57.1). Glucuronidation
involves the formation of a high-energy phosphate
(‘donor’) compound, uridine diphosphate glucuronic
acid (UDPGA), from which glucuronic acid is transferred
to an electron-rich atom (N, O or S) on the substrate,
forming an amide, ester or thiol bond. UDP-glucuronyl
transferase, which catalyses these reactions, has very
broad substrate specificity embracing many drugs and
other foreign molecules. Several important endogenous
substances, including bilirubin and adrenal corticoster-
oids, are conjugated by the same pathway.

Acetylation and methylation reactions occur with
acetyl-CoA and S-adenosyl methionine, respectively,
acting as the donor compounds. Many conjugation reac-
tions occur in the liver, but other tissues, such as lung and
kidney, are also involved.

STEREOSELECTIVITY

Many clinically important drugs, such as sotalol (Ch. 21),
warfarin (Ch. 24) and cyclophosphamide (Ch. 56), are
mixtures of stereoisomers, the components of which differ
not only in their pharmacological effects but also in their
metabolism, which may follow completely distinct path-
ways (Campo et al.,, 2009). Several clinically important
drug interactions involve stereospecific inhibition of
metabolism of one drug by another (see Table 9.6, p. 121).
In some cases, drug toxicity is mainly linked to one of
the stereoisomers, not necessarily the pharmacologically
active one. Where practicable, regulatory authorities urge
that new drugs should consist of single isomers to lessen
these complications.'

INHIBITION OF P450

Inhibitors of P450 differ in their selectivity towards dif-
ferent isoforms of the enzyme, and are classified by their
mechanism of action. Some drugs compete for the active
site but are not themselves substrates (e.g. quinidine is a
potent competitive inhibitor of CYP2D6 but is not a

'Well-intentioned - though the usefulness of expensive ‘novel’ entities
that are actually just the pure active isomer of well-established and safe
racemates has been questioned, and enzymic interconversion of
stereoisomers may subvert such chemical sophistication.



substrate for it). Non-competitive inhibitors include
drugs such as ketoconazole, which forms a tight complex
with the Fe* form of the haem iron of CYP3A4, caus-
ing reversible non-competitive inhibition. So-called
mechanisim-based inhibitors require oxidation by a P450
enzyme. Examples include the oral contraceptive
gestodene (CYP3A4) and the anthelmintic drug diethyl-
carbamazine (CYP2EI). An oxidation product (eg. a
postulated epoxide intermediate of gestodene) binds
covalently to the enzyme, which then destroys itself
(‘suicide inhibition’; see Pelkonen et al., 2008).

INDUCTION OF MICROSOMAL ENZY MES

A number of drugs, such as rifampicin (Ch. 51), ethanol
(Ch. 49) and carbamazepine (Ch. 45), increase the activity
of microsomal oxidase and conjugating systems when
administered repeatedly. Many carcinogenic chemicals
(e.g. benzpyrene, 3-MC) also have this effect, which can
be substantial; Figure 9.4 shows a nearly 10-fold increase
in the rate of benzpyrene metabolism 2 days after a single
dose. The effectisreferred to as induction, and is the result
of increased synthesis and/or reduced breakdown of
microsomal enzymes (Pelkonen et al., 2008).

Enzyme induction can increase drug toxicity and carci-
nogenicity, because several phase 1 metabolites are toxic
or carcinogenic: paracetamol is an important example of
a drug with a highly toxic metabolite (see Ch. 57). Enzyme
induction is exploited therapeutically by administering
phenobarbital to premature babies to induce glucuronyl-
transferase, thereby increasing bilirubin conjugation and
reducing the risk of kernicterus (staining and neurological
damage of the basal ganglia by bilirubin, Ch. 8).

V¥V The mechanism of induction is incompletely understood but is

similar to that involved in the action of steroid and other hormones

that bind to nuclear receptors (see Ch. 3). The most thoroughly

studied inducing agents are polycyclic aromatic hydrocarbons (e.g.

3-MC). These bind to the ligand-binding domain of a soluble protein,

termed the aromatic hydrocarbon (Ah) receptor. This complex is

4 umol dose

0.4 umol dose

Rate of benzpyrene metabolism relative
to control

Control (zero dose)
0 T T T T T T
0 1 2 3 4 5 6

1 Days

Benzpyrene administered

Fig. 9.4 Stimulation of hepatic metabolism of benzpyrene.
Young rats were given benzpyrene (intraperitoneally) in the
doses shown, and the benzpyrene-metabolising activity of liver
homogenates was measured at times up to 6 days. (From
Conney AH et al. 1957 J Biol Chem 228, 753.)

DRUG METABOLISM AND ELIMINATION

transported to the nucleus by an Ah receptor nuclear translocator
and binds Ah receptor response elements in the DNA, thereby pro-
moting transcription of the gene CYPTA1. In addition to enhanced
transcription, some inducing agents (e.g. ethanol, which induces
CYP2E1T in humans) also stabilise mRNA or P450 protein.

FIRST-PASS (PRESYSTEMIC [‘FIRST-PASS’]
METABOLISM)

Some drugs are extracted so efficiently by the liver or gut
wall that the amount reaching the systemic circulation
is considerably less than the amount absorbed. This is
known as presystemic (or first-pass) metabolism and
reduces bioavailability (Ch. 8), even when a drug is well
absorbed. Presystemic metabolism is important for many
therapeutic drugs (Table 9.2 shows some examples), and
is a problem because:

e a much larger dose of the drug is needed when it is
taken by mouth than when it is given parenterally

e marked individual variations occur in the extent of
first-pass metabolism, both in the activities of
drug-metabolising enzymes and also as a result of
variation in hepatic blood flow. This can be reduced
in disease (e.g. heart failure) or by drugs, such as
B-adrenoceptor antagonists, which impair the
clearance of unrelated drugs, such as lidocaine, that
are subject to presystemic metabolism due to a high
hepatic extraction ratio.

PHARMACOLOGICALLY ACTIVE
DRUG METABOLITES

In some cases (see Table 9.3) a drug becomes pharmaco-
logically active only after it has been metabolised. For
example, azathioprine, an immunosuppressant drug (Ch.
26), is metabolised to mercaptopurine; and enalapril, an
angiotensin-converting enzyme inhibitor (Ch. 22), is
hydrolysed to its active form enalaprilat. Such drugs, in
which the parent compound lacks activity of its own, are
known as prodrugs. These are sometimes designed deliber-
ately to overcome problems of drug delivery (Ch. 8).
Metabolism can alter the pharmacological actions of a
drug qualitatively. Aspirin inhibits platelet function
and has anti-inflammatory activity (Chs 24 and 26). It is
hydrolysed to salicylic acid (see Fig. 9.1), which has
anti-inflammatory but not antiplatelet activity. In other
instances, metabolites have pharmacological actions
similar to those of the parent compound (e.g. benzodi-
azepines, many of which form long-lived active metabo-
lites that cause sedation to persist after the parent drug has
disappeared; Ch. 44). There are also cases in which metab-
olites are responsible for toxicity. Bladder toxicity of cyclo-
phosphamide, which is caused by its toxic metabolite
acrolein (Ch. 56), is an example. Methanol and ethylene

Table 9.2 Examples of drugs that undergo substantial
first-pass elimination

Aspirin Metoprolol
Glyceryl trinitrate Morphine
Isosorbide dinitrate Propranolol
Levodopa Salbutamol
Lidocaine Verapamil
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Table 9.3 Some drugs that produce active or toxic metabolites

Inactive (prodrugs) Active drug Active metabolite Toxic metabolite gle;gpter
Azathioprine » Mercaptopurine 26
Cortisone » Hydrocortisone 33
Prednisone » Prednisolone 33
Enalapril > Enalaprilat 22
Zidovudine » Zidovudine trisphosphate 52
Cyclophosphamide » Phosphoramide mustard —— > Acrolein 56
Diazepam —— > Nordiazepam » Oxazepam 44
Morphine —————> Morphine 6-glucuronide 42
Halothane ST » Trifluoroacetic acid 41
Methoxyflurane » Fluoride 41
Paracetamol » N-Acetyl-p-benzoquinone 26, 57

glycol both exert their toxic effects via metabolites formed
by alcohol dehydrogenase. Poisoning with these agents is
treated with ethanol (or with a more potent inhibitor),
which competes for the active site of the enzyme.

Drug metabolism

e Phase 1 reactions involve oxidation, reduction and
hydrolysis. They:

— usually form more chemically reactive products,
which can be pharmacologically active, toxic or
carcinogenic

— often involve a monooxygenase system in which
cytochrome P450 plays a key role.

e Phase 2 reactions involve conjugation (e.g.
glucuronidation) of a reactive group (often inserted
during phase 1 reaction) and usually lead to inactive
and polar products that are readily excreted in urine.

e Some conjugated products are excreted via bile, are
reactivated in the intestine and then reabsorbed
(‘enterohepatic circulation’).

e Induction of P450 enzymes can greatly accelerate
hepatic drug metabolism. It can increase the toxicity of
drugs with toxic metabolites, and is an important
cause of drug—drug interaction as in enzyme inhibition.

e Presystemic metabolism in liver or gut wall reduces the
bioavailability of several drugs when they are
administered by mouth.

DRUG INTERACTIONS DUE TO ENZYME
INDUCTION OR INHIBITION

INTERACTIONS CAUSED BY ENZYME INDUCTION

Enzyme induction is an important cause of drug interac-
tion. The slow onset of induction and slow recovery after

imine

withdrawal of the inducing agent together with the poten-
tial for selective induction of one or more CYP isoenzymes
contributes to the insidious nature of the clinical problems
that induction presents. Adverse clinical outcomes from
such interactions are very diverse, including graft rejec-
tion as a result of loss of effectiveness of immunosuppres-
sive treatment, seizures due to loss of anticonvulsant
effectiveness, unwanted pregnancy from loss of oral con-
traceptive action and thrombosis (from loss of effective-
ness of warfarin) or bleeding (from failure to recognise the
need to reduce warfarin dose when induction wanes).
Over 200 drugs cause enzyme induction and thereby
decrease the pharmacological activity of a range of other
drugs. Some examples are given in Table 9.4. Because the
inducing agent is often itself a substrate for the induced
enzymes, the process can result in slowly developing tol-
erance. This pharmacokinetic kind of tolerance is gener-
ally less marked than pharmacodynamic tolerance, for
example to opioids (Ch. 42), but it is clinically important
when starting treatment with the antiepileptic drug car-
bamazepine (Ch. 45). Treatment starts at a low dose to
avoid toxicity (because liver enzymes are not induced
initially) and is gradually increased over a period of a few
weeks, during which it induces its own metabolism.

Figure 9.5 shows how the antibiotic rifampicin, given
for 3 days, reduces the effectiveness of warfarin as an
anticoagulant. Conversely, enzyme induction can increase
toxicity of a second drug if the toxic effects are mediated
via an active metabolite. Paracetamol (acetaminophen)
toxicity is a case in point (see Fig. 57.1): this is caused by
its CYP metabolite N-acetyl-p-benzoquinone imine. Con-
sequently, the risk of serious hepatic injury following
paracetamol overdose is increased in patients in whom
CYP has been induced, for example by chronic alcohol
consumption.

INTERACTIONS CAUSED BY ENZYME INHIBITION

Enzyme inhibition, particularly of CYP enzymes, slows
the metabolism and hence increases the action of other



Table 9.4 Examples of drugs that induce
drug-metabolising enzymes

Drugs inducing Drugs with metabolism

enzyme action affected
Phenobarbital N Warfarin
Rifampicin Oral contraceptives
Griseofulvin L Corticosteroids
Phenytoin ‘( Ciclosporin
Ethanol j Drugs listed in left-hand column
Carbamazepine J will also be affected
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Fig. 9.5 Effect of rifampicin on the metabolism and
anticoagulant action of warfarin. [A] Plasma concentration of
warfarin (log scale) as a function of time following a single oral
dose of 5 umol/kg body weight. After the subject was given
rifampicin (600 mg daily for a few days), the plasma half-life of
warfarin decreased from 47 h (red curve) to 18 h (green curve).
[B] The effect of a single dose of warfarin on prothrombin time
under normal conditions (red curve) and after rifampicin
administration (green curve). (Redrawn from O’Reilly 1974 Ann
Intern Med 81, 337.)

drugs inactivated by the enzyme. Such effects can be
clinically important and are major considerations in the
treatment of patients with HIV infection with triple and
quadruple therapy, because several protease inhibitors
are potent CYP inhibitors (Ch. 52). Other examples of
drugs that are enzyme inhibitors are shown in Table 9.5.

DRUG METABOLISM AND ELIMINATION

Table 9.5 Examples of drugs that inhibit
drug-metabolising enzymes

Drugs with metabolism
affected

Drugs inhibiting enzyme
action

Allopurinol Mercaptopurine, azathioprine

Chloramphenicol Phenytoin

Cimetidine Amiodarone, phenytoin,
pethidine
Ciprofloxacin Theophylline

Corticosteroids Tricyclic antidepressants,
cyclophosphamide

Disulfiram Warfarin

Erythromycin Ciclosporin, theophylline

Monoamine oxidase inhibitors  Pethidine

Ritonavir Saquinavir

Table 9.6 Stereoselective and non-stereoselective
inhibition of warfarin metabolism

Inhibition of metabolism Drug(s)

Phenylbutazone
Metronidazole
Sulfinpyrazone
Trimethoprim-
sulfamethoxazole
Disulfiram

Stereoselective for (S) isomer

Cimetidine?
Omeprazole?

Stereoselective for (R) isomer

Non-stereoselective effect on both Amiodarone

isomers

#Minor effect only on prothrombin time.
From Hirsh 1991 N Engl J Med 324, 1865-1875

To make life even more difficult, several inhibitors of drug
metabolism influence the metabolism of different stereo-
isomers selectively. Examples of drugs that inhibit the
metabolism of the active (S) and less active (R) isomers of
warfarin in this way are shown in Table 9.6.

The therapeutic effects of some drugs are a direct conse-
quence of enzyme inhibition (e.g. the xanthine oxidase
inhibitor allopurinol, used to prevent gout; Ch. 26). Xan-
thine oxidase metabolises several cytotoxic and immuno-
suppressant drugs, including mercaptopurine (the active
metabolite of azathioprine), the action of which is thus
potentiated and prolonged by allopurinol. Disulfiram, an
inhibitor of aldehyde dehydrogenase used to produce an
aversive reaction to ethanol (see Ch. 49), also inhibits
metabolism of other drugs, including warfarin, which it
potentiates. Metronidazole, an antimicrobial used to treat
anaerobic bacterial infections and several protozoal dis-
eases (Chs 51 and 54), also inhibits this enzyme, and patients
prescribed it are advised to avoid alcohol for this reason.
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There are also examples of drugs that inhibit the metab-
olism of other drugs, even though enzyme inhibition is
not the main mechanism of action of the offending agents.
Thus, glucocorticosteroids and cimetidine enhance the
actions of a range of drugs, including some antidepressant
and cytotoxic drugs.

When a drug works through an active metabolite, inhi-
bition of its metabolism can result in loss of activity. Proton
pump inhibitors (such as omeprazole, Ch. 30) and the
antiplatelet drug clopidogrel (Ch. 24) have been widely
co-prescribed (because clopidogrel is often used with
other antithrombotic drugs so there is a high risk of bleed-
ing from the stomach - omeprazole reduces this). Clopi-
dogrel works through an active metabolite formed by
CYP2C19 which is inhibited by omeprazole which might
thereby reduce the antiplatelet effect. It is unclear how
clinically important this may be, but the Food and Drug
Administration has warned against concomitant use of
these drugs for this reason.

As with induction, interactions caused by enzyme inhi-
bition are hard to anticipate from first principles. If in
doubt about the possibility of an interaction, it is best to
look it up (e.g. in the Britislt National Forinulary, which has
an invaluable appendix on drug interactions indicating
which are of known clinical importance).

DRUG AND METABOLITE EXCRETION

BILIARY EXCRETION AND
ENTEROHEPATIC CIRCULATION

Liver cells transfer various substances, including drugs,
from plasma to bile by means of transport systems similar
to those of the renal tubule; these include organic cation
transporters (OCTs), organic anion transporters (OATs)
and P-glycoproteins (P-gp) (see Ch. 8). Various hydrophilic
drug conjugates (particularly glucuronides) are concen-
trated in bile and delivered to the intestine, where the
glucuronide can be hydrolysed, regenerating active drug;
free drug can then be reabsorbed and the cycle repeated,
a process referred to as enteroliepatic circulation. The result
is a ‘reservoir’ of recirculating drug that can amount to
about 20% of total drug in the body, prolonging drug
action. Examples where this is important include mor-
phine (Ch. 42) and ethinylestradiol (Ch. 35). Several
drugs are excreted to an appreciable extent in bile. Vecuro-
nium (a non-depolarising muscle relaxant; Ch. 13) is an
example of a drug that is excreted mainly unchanged in
bile. Rifampicin (Ch. 51) is absorbed from the gut and
slowly deacetylated, retaining its biological activity. Both
forms are secreted in the bile, but the deacetylated form
is not reabsorbed, so eventually most of the drug leaves
the body in this form in the faeces.

RENAL EXCRETION OF DRUGS
AND METABOLITES

RENAL CLEARANCE

Elimination of drugs by the kidneys is best quantified by
the renal clearance (CL,., see Ch. 10). This is defined as
the volume of plasma containing the amount of substance
that is removed from the body by the kidneys in unit time.
It is calculated from the plasma concentration, C;, the
urinary concentration, C,, and the rate of flow of urine,

122 V., by the equation:

Clien =(Cy XV,)/ C,

CL,., varies greatly for different drugs, from less than
1 ml/min to the theoretical maximum set by the renal
plasma flow, which is approximately 700 ml/min, meas-
ured by p-aminohippuric acid (PAH) clearance (renal
extraction of PAH approaches 100%).

Drugs differ greatly in the rate at which they are
excreted by the kidney, ranging from penicillin (Ch. 51),
which is (like PAH) cleared from the blood almost com-
pletely on a single transit through the kidney, to amiodar-
one (Ch. 21) and risedronate (Ch. 36), which are cleared
extremely slowly. Most drugs fall between these extremes.
Three fundamental processes account for renal drug
excretion:

1. glomerular filtration
2. active tubular secretion

3. passive reabsorption (diffusion from the concentrated
tubular fluid back across tubular epithelium).

GLOMERULAR FILTRATION

Glomerular capillaries allow drug molecules of molecular
weight below about 20 kDa to pass into the glomerular
filtrate. Plasma albumin (molecular weight approxi-
mately 68 kDa) is almost completely impermeant, but
most drugs - with the exception of macromolecules such
as heparin (Ch. 24) or biological products (Ch. 59) - cross
the barrier freely. If a drug binds to plasma albumin, only
free drug is filtered. If, like warfarin (Ch. 24), a drug is
approximately 98% bound to albumin, the concentration
in the filtrate is only 2% of that in plasma, and clearance
by filtration is correspondingly reduced.

TUBULAR SECRETION

Up to 20% of renal plasma flow is filtered through the
glomerulus, leaving at least 80% of delivered drug to pass
on to the peritubular capillaries of the proximal tubule.
Here, drug molecules are transferred to the tubular lumen
by two independent and relatively non-selective carrier
systems (see Ch. 8). One of these, the OAT, transports
acidic drugs in their negatively charged anionic form (as
well as various endogenous acids, such as uric acid),
while an OCT handles organic bases in their protonated
cationic form. Some important drugs that are transported

Table 9.7 Important drugs and related substances
secreted into the proximal renal tubule by OAT or
OCT transporters

OAT OoCT
p-Aminohippuric acid Amiloride

Furosemide Dopamine

Glucuronic acid conjugates Histamine

Glycine conjugates Mepacrine
Indometacin Morphine
Methotrexate Pethidine

Penicillin Quaternary ammonium
Probenecid compounds

Sulfate conjugates Quinine

Thiazide diuretics
Uric acid

5-Hydroxytryptamine
(serotonin)
Triamterene



by these two carrier systems are shown in Table 9.7. The
OAT carrier can transport drug molecules against an elec-
trochemical gradient, and can therefore reduce the plasma
concentration nearly to zero, whereas OCT facilitates
transport down an electrochemical gradient. Because at
least 80% of the drug delivered to the kidney is presented
to the carrier, tubular secretion is potentially the most
effective mechanism of renal drug elimination. Unlike
glomerular filtration, carrier-mediated transport can
achieve maximal drug clearance even when most of the
drug is bound to plasma protein.? Penicillin (Ch. 51), for
example, although about 80% protein-bound and there-
fore cleared only slowly by filtration, is almost completely
removed by proximal tubular secretion, and is therefore
rapidly eliminated.

Many drugs compete for the same transport systems
(Table 9.7), leading to drug interactions. For example,
probenecid was developed originally to prolong the
action of penicillin by retarding its tubular secretion.

DIFFUSION ACROSS THE RENAL TUBULE

Water is reabsorbed as fluid traverses the tubule, the
volume of urine emerging being only about 1% of that of
the glomerular filtrate. Consequently, if the tubule is
freely permeable to drug molecules, some 99% of the fil-
tered drug will be reabsorbed passively down the result-
ing concentration gradient. Lipid-soluble drugs are
therefore excreted poorly, whereas polar drugs of low
tubular permeability remain in the lumen and become
progressively concentrated as water is reabsorbed. Polar
drugs handled in this way include digoxin and aminogly-
coside antibiotics. These exemplify a relatively small but
important group of drugs (Table 9.8) that are not inacti-
vated by metabolism, the rate of renal elimination
being the main factor that determines their duration of
action. These drugs have to be used with special care
in individuals whose renal function may be impaired,
including the elderly and patients with renal disease or
any severe acute illness.

Table 9.8 Examples of drugs that are excreted largely
unchanged in the urine

Percentage Drugs excreted

100-75 Furosemide, gentamicin, methotrexate,
atenolol, digoxin

75-50 Benzylpenicillin, cimetidine, oxytetracycline,
neostigmine

~50 Propantheline, tubocurarine

*Because filtration involves isosmotic movement of both water and
solutes, it does not affect the free concentration of drug in the plasma.
Thus the equilibrium between free and bound drug is not disturbed,
and there is no tendency for bound drug to dissociate as blood
traverses the glomerular capillary. The rate of clearance of a drug by
filtration is therefore reduced directly in proportion to the fraction that
is bound. In the case of active tubular secretion, this is not so because
the carrier transports drug molecules unaccompanied by water. As free
drug molecules are taken from the plasma, therefore, the free plasma
concentration falls, causing dissociation of bound drug from plasma
albumin. Secretion is only retarded slightly, even though the drug is
mostly bound, because effectively 100% of the drug, both bound and
free, is available to the carrier.

DRUG METABOLISM AND ELIMINATION

The degree of ionisation of many drugs - weak acids
or weak bases - is pH-dependent, and this markedly
influences their renal excretion. The ion-trapping
effect (see Ch. 8) means that a basic drug is more rapidly
excreted in an acid urine that favours the charged
form and thus inhibits reabsorption. Conversely, acidic
drugs are most rapidly excreted if the urine is alkaline
(Fig. 9.6).

DRUG INTERACTIONS DUE TO ALTERED
DRUG EXCRETION

The main mechanisms by which one drug can affect the
rate of renal excretion of another are by:

e altering protein binding, and hence filtration
¢ inhibiting tubular secretion
e altering urine flow and/or urine pH.

INHIBITION OF TUBULAR SECRETION

Probenecid (Ch. 26) was developed to inhibit secretion of
penicillin and thus prolong its action. It also inhibits the
excretion of other drugs, including zidovudine (see Ch.
52). Other drugs have an incidental probenecid-like effect
and can enhance the actions of substances that rely on
tubular secretion for their elimination. Table 9.9 gives
some examples. Because diuretics act from within the
tubular lumen, drugs that inhibit their secretion into the
tubular fluid, such as non-steroidal anti-inflammatory
drugs, reduce their effect.

ALTERATION OF URINE FLOW AND PH

Diuretics tend to increase the urinary excretion of other
drugs and their metabolites, but this is seldom immedi-
ately clinically important. Conversely, loop and thiazide
diuretics indirectly increase the proximal tubular reab-
sorption of lithium (which is handled in a similar way to
Na*), and this can cause lithium toxicity in patients treated
with lithium carbonate for mood disorders (Ch. 47). The
effect of urinary pH on the excretion of weak acids
and bases is put to use in the treatment of poisoning
with salicylate (see Ch. 26), but is not a cause of accidental
interactions.

Table 9.9 Examples of drugs that inhibit renal
tubular secretion

Drug(s) causing inhibition Drug(s) affected

Probenecid \
Sulfinpyrazone

Phenylbutazone

Sulfonamides

Aspirin

Thiazide diuretics

Indometacin

Penicillin
Azidothymidine
Indometacin

Amiodarone
Quinidine

Verapamil
1 Digoxin

Indometacin ( Furosemide (frusemide)

Aspirin )
Non-steroidal anti-inflammatory
drugs

Methotrexate
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Fig. 9.6 The effect of urinary pH on drug excretion. [A] Phenobarbital clearance in the dog as a function of urine flow. Because
phenobarbital is acidic, alkalinising the urine increases clearance about five-fold. [B) Amphetamine excretion in humans. Acidifying the urine
increases the rate of renal elimination of amphetamine, reducing its plasma concentration and its effect on the subject’s mental state.
(Data from Gunne & Anggard 1974. In: Torrell T et al. (eds) Pharmaco/ogy and Pharmacokinetics. Plenum, New York.)

Elimination of drugs by the kidney

e Most drugs, unless highly bound to plasma protein,
cross the glomerular filter freely.

e Many drugs, especially weak acids and weak bases, are
actively secreted into the renal tubule and thus more
rapidly excreted.

e | ipid-soluble drugs are passively reabsorbed by diffusion
across the tubule, so are not efficiently excreted in the
urine.

e Because of pH partition, weak acids are more rapidly
excreted in alkaline urine, and vice versa.

e Several important drugs are removed predominantly
by renal excretion, and are liable to cause toxicity
in elderly persons and patients with renal disease.

e There are instances of clinically important drug—drug
interactions due to one drug reducing the renal
cleance of another (examples include diuretics/lithium,
and indometacin/methotrexate), but these are less
common than interactions due to altered drug
metabolism.
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Pharmacokinetics

OVERVIEW

We explain the importance of pharmacokinetic anal-
ysis and present a simple approach to this. We
explain how drug clearance determines the steady-
state plasma concentration during constant-rate
drug administration and how the characteristics of
absorption and distribution (considered in Ch. 8) plus
metabolism and excretion (considered in Ch. 9)
determine the time course of drug concentration in
blood plasma during and following drug adminis-
tration. The effect of different dosing regimens on
the time course of drug concentration in plasma is
explained. Population pharmacokinetics is men-
tioned briefly, and a final section considers limita-
tions to the pharmacokinetic approach.

INTRODUCTION: DEFINITION AND USES
OF PHARMACOKINETICS

Pharmacokinetics may be defined as the measurement
and formal interpretation of changes with time of drug
concentrations in one or more different regions of the
body in relation to dosing (‘what the body does to the
drug’). This distinguishes it from pharmacodynamics
(‘what the drug does to the body’, i.e. events consequent
on interaction of the drug with its receptor or other
primary site of action). The distinction is useful, although
the words cause dismay to etymological purists. Pharma-
codynamic’ received an entry in a dictionary of 1890
(‘relating to the powers or effects of drugs’) whereas phar-
macokinetic studies only became possible in the latter part
of the 20th century with the development of sensitive,
specific and accurate physicochemical analytical tech-
niques, especially high-performance chromatography and
mass spectrometry, for measuring drug concentrations in
biological fluids. The time course of drug concentration
following dosing depends on the processes of absorption,
distribution, metabolism and excretion that we have con-
sidered qualitatively in Chapters 8 and 9.

In practice, pharmacokinetics usually focuses on con-
centrations of drug in blood plasina, which is easily sampled
via venepuncture, since plasma concentrations are
assumed usually to bear a clear relation to the concentra-
tion of drug in extracellular fluid surrounding cells that
express the receptors or other targets with which drug
molecules combine. This underpins what is termed the
target concentration strategy. Individual variation in response
to a given dose of a drug is often greater than variability
in the plasma concentration at that dose. Plasma concentra-
tions (C,) are therefore useful in the early stages of drug
development (see below), and in the case of a few drugs
plasma drug concentrations are also used in routine clini-
cal practice to individualise dosage so as to achieve the
desired therapeutic effect while minimising adverse
effects in each individual patient, an approach known as
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therapeutic drug monitoring (often abbreviated TDM - see
Table 10.1 for examples of some drugs where a therapeutic
range of plasma concentrations has been established). Con-
centrations of drug in other body fluids (e.g. urine,’ saliva,
cerebrospinal fluid, milk) may add useful information.

Formal interpretation of pharmacokinetic data consists
of fitting concentration-versus-time data to a model
(whether abstract or, more usefully, physiologically
based) and determining parameters that describe the
observed behaviour. The parameters can then be used to
adjust the doseregimen to achieve a desired target plasma
concentration estimated initially from pharmacological
experiments on cells, tissues or laboratory animals, and
modified in light of empirical human pharmacology.
Some descriptive pharmacokinetic characteristics can be
observed directly by inspecting the time course of drug
concentration in plasma following dosing - important
examples,2 illustrated more fully below, are the maximum
plasma concentration following a given dose of a drug
administered in a defined dosing form (C,,,,) and the tine
(Timax) between drug administration and achieving C,.s.
Other pharmacokinetic parameters are estimated mathe-
matically from experimental data; examples include
volume of distribution (V) and clearance (CL), concepts that
have been introduced in Chapters 8 and 9 respectively
and to which we return below.

USES OF PHARMACOKINETICS

Knowledge of the pharmacokinetic behaviour of drugs in
animals and man is crucial in drug development, both
to make sense of preclinical toxicological and pharmaco-
logical data’ and to decide on an appropriate dosing
regimen for clinical studies of efficacy (see Ch. 60). Drug
regulators need detailed pharmacokinetic information for
the same reasons, and have developed concepts such as
bioavailability and bioequivalence (Ch. 8) to assist decisions
about licensing generic versions of drugs as originator
products lose patent protection. Understanding the
general principles of pharmacokinetics is important
for clinicians when considering dosage recommendations
in the product information provided with licensed
drugs. Clinicians also need to understand principles of
pharmacokinetics if they are to identify and evaluate pos-
sible drug interactions (see Chs 8, 9), to interpret drug
concentrations for TDM and to adjust dose regimens
rationally. In particular, intensive care specialists and

'Clinical pharmacology became at one time so associated with the
measurement of drugs in urine that the canard had it that clinical
pharmacologists were the new alchemists - they turned urine into
airline tickets.

JImportant because dose-related adverse effects often occur around
Conaxe

‘For example, doses used in experimental animals often need to be
much greater than those in humans (on a "per unit body weight’ basis),
because drug metabolism is commonly much more rapid in rodents

- methadone (Ch. 42) is one of many such examples.

10
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Table 10.1 Examples of drugs where therapeutic
drug monitoring (TDM) of plasma concentrations is
used clinically

Category Example(s) See Chapter
Immunosuppressants Ciclosporine, 26
tacrolimus

Cardiovascular Digoxin 21
Respiratory Theophylliine 16, 28

CNS Lithium, phenytoin 47, 45
Antibacterials Aminoglycosides 51

Anticancer drugs Methotrexate 56

anaesthetists dealing with a severely ill patient often need
to individualise the dose regimen depending on the
urgency of achieving a therapeutic plasma concentration,
and whether the pharmacokinetic behaviour of the drug
is likely to be affected by the condition of the patient.

SCOPE OF THIS CHAPTER

We aim to familiarise the reader with the meanings of
important pharmacokinetic parameters by explaining how:

e total drug clearance determines its steady-state
plasma concentration during continuous
administration;

* drug concentration versus time can be described by
a simple model in which the body is represented as
a single well-stirred compartment, of volume V.
This describes the situation before steady state is
reached (or after drug is discontinued) in terms of
elimination half-life (t,,,);

* to approach situations where this simple model is
inadequate, by introducing a two-compartment
model and describing situations where clearance
varies with drug concentration (‘non-linear kinetics’);

* situations (such as paediatric pharimacokinetics)
where only a few samples may be available, can be
addressed by population kinetics.

Finally, we consider some of the limitations inherent in
the pharmacokinetic approach. More detailed accounts
are provided by Atkinson et al. (2001), Birkett (2002),
Jambhekar & Breen (2009) and Rowland & Tozer (2010).

DRUG ELIMINATION EXPRESSED AS
CLEARANCE

The overall clearance of a drug by all routes (CL,,) is the
fundamental pharmacokinetic parameter describing drug
elimination. It is defined as the volume of plasma which
contains the total amount of drug that is removed from
the body in unit time. It is thus expressed as volume per
unit time, e.g. ml/min or 1/h. The application of this
concept to renal clearance (CL,.,) was described in Ch 9.

Theoverall clearance of a drug (CL,,) is the sum of clear-
ance rates for each mechanism involved in eliminating
the drug, usually renal clearance (CL..) and metabolic
clearance (CLe) plus any additional appreciable routes of
elimination (faeces, breath, etc.). It relates the rate of elimi-
nation of a drug (in units of mass/unit time) to Cy.:
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Fig. 10.1 Plasma drug concentration-time curves.

[A] During a constant intravenous infusion at rate X mg/min,
indicated by the horizontal bar, the plasma concentration (C)
increases from zero to a steady-state value (Css); when the
infusion is stopped, C declines to zero. [B] Following an
intravenous bolus dose (Q mg), the plasma concentration rises
abruptly and then declines towards zero. [C] Data from panel
[B] plotted with plasma concentrations on a logarithmic scale.
The straight line shows that concentration declines
exponentially. Extrapolation back to the ordinate at zero time
gives an estimate of C,, the concentration at zero time, and
hence of V,, the volume of distribution.

Rate of drug elimination =C, xCL, (10.1)

Drug clearance can be determined in an individual subject
by measuring the plasma concentration of the drug (in
units of, say, mg/l at intervals during a constant-rate
intravenous infusion (delivering, say, X mg of drug per
h), until a steady state is approximated (Fig. 10.1A). At
steady state, the rate of input to the body is equal to the
rate of elimination, so:

X =C XClio (10.2)
Rearranging this, v
Clig=—

sS

(10.3)

where Cs is the plasma concentration at steady state, and
CLq is in units of volume/time (1/h in the example given).



For many drugs, clearance in an individual subject is
the same at different doses (at least within the range of
doses used therapeutically - but see the section on satura-
tion kinetics below for exceptions), so knowing the clear-
ance enables one to calculate the dose rate needed to
achieve a desired steady-state (‘target’) plasma concentra-
tion from equation 10.2.

CL can also be estimated by measuring plasma con-
centrations at intervals following a single intravenous
bolus dose of, say, Q mg (Fig. 10.1B):

.
AUE oo

where AUC, ... is the area under the full curve’ relating
G, to time following a bolus dose given at time t = 0.
(See Ch. 8, and Birkett, 2002, for a fuller account.)

Note that these estimates of CL,, unlike estimates
based on the rate constant or half-life (see below), do not
depend on any particular compartmental model.

Cly = (10.4)

SINGLE-COMPARTMENT MODEL

Consider a highly simplified model of a human being,
which consists of a single well-stirred compartment, of
volume V4 (distribution volume), into which a quantity of
drug Q is introduced rapidly by intravenous injection,
and from which it can escape either by being metabolised
or by being excreted (Fig. 10.2). For most drugs, V4 is an
apparent volume rather than the volume of an anatomical
compartment. It links the total amount of drug in the body
to its concentration in plasma (see Ch. 8). The quantity of
drug in the body when it is administered as a single bolus
is equal to the administered dose Q. The initial concentra-
tion, Co, will therefore be given by:

=2 (10.5)

Vq

In practice, Cy is estimated by extrapolating the linear
portion of a semilogarithmic plot of C, against time back
to its intercept at time 0 (Fig. 10.1C). C, at any time
depends on the rate of elimination of the drug (i.e. on its
total clearance, CL,) as well as on the dose and V4. Many
drugs exhibit first-order kinetics where the rate of elimina-
tion is directly proportional to drug concentration. (An
analogy is letting your bath drain down the plug hole
where the water, analogous to drug, initially rushes out
whereas the last bit always takes an age to drain away.
Contrast this with so-called zero-order kinetics where the
water is pumped out of the bath at a constant rate.) With
first-order kinetics drug concentration decays exponen-
tially (Fig. 10.3), being described by the equation:

—CL,
Ciy =Cigexp——t
Vy

(10.6)

(Note that exp is another way of writing ‘e to the power
of’, so this has the same form as Cyy = Cipe™.)
Taking logarithms to the base e (written as In):

R (10.7)

*The area is obtained by integrating from time = 0 to time = e, and is
designated AUCy.... The area under the curve has units of time - on the
abscissa - multiplied by concentration (mass/volume) - on the
ordinate; so CL = Q/AUGC,_.. has units of volume/time as it should.
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Fig. 10.2 Single-compartment pharmacokinetic model.
This model is applicable if the plasma concentration falls
exponentially after drug administration (as in Fig. 10.1).

Plotting C, on a logarithmic scale against ¢ (on a linear
scale) yields a straight line with slope —CL,,/ V4 The con-
stant CL,,/ V4 is the elimination rate constant k., which has
units of (time)™. It represents the fraction of drug in the
body eliminated per unit of time. For example, if the rate
constant is 0.1 h™ this implies that one-tenth of the drug
remaining in the body is eliminated each hour.

The elimination half-life, 55, is the time taken for C, to
decrease by half, and is equal to In2/k, (= 0.693/k,). The
plasma half-life is therefore determined by V, as well as
by CL. It enables one to predict the time-course of C,
after bolus of drug is given or after the start or end of an
infusion, when C, is rising to its steady-state level or
declining to zero.

When the single-compartment model is applicable, the
drug concentration in plasma approaches the steady-state
value approximately exponentially during a constant infu-
sion (Fig. 10.1A). When the infusion is discontinued, the
concentration falls exponentially towards zero with the
same half-life: after one half-life, the concentration will
have fallen to half the initial concentration; after two half-
lives, it will have fallen to one-quarter the initial concentra-
tion; after three half-lives, to one-eighth; and so on. It is
intuitively obvious that the longer the half-life, the longer
the drug will persist in the body after dosing is discontin-
ued. It is less obvious, but nonetheless true, that during
chronic drug administration, the longer the half-life, the
longer it will take for the drug to accumulate to its steady-
state level: one half-life to reach 50% of the steady-state
value, two to reach 75%, three to reach 87.5% and so on.
This is extremely helpful to a clinician deciding how to
start treatment. If the drug in question has a half-life of
approximately 24 h, for example, it will take 3-5 days to
approximate the steady-state concentration during a
constant-rate infusion. If this is too slow in the face of the
prevailing clinical situation, a loading dose may be used in
order to achieve a therapeutic concentration of drug in the
plasma more rapidly (see below). The size of such a dose is
determined by the volume of distribution (equation 10.5).

EFFECT OF REPEATED DOSING

Drugs are usually given as repeated doses rather than
single injections or a constant infusion. Repeated
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Fig. 10.3 Predicted behaviour of single-compartment
model following intravenous drug administration at time 0.
Drugs a and b differ only in their elimination rate constant, k.
Curve b’ shows the plasma concentration time course for a
smaller dose of b. Note that the half-life (t,) (indicated by
broken lines) does not depend on the dose. [A] Linear

concentration scale. [B] Logarithmic concentration scale.

injections (each of dose Q) give a more complicated
pattern than the smooth exponential rise during intrave-
nous infusion, but the principle is the same (Fig. 10.4). The
concentration will rise to a mean steady-state concentra-
tion with an approximately exponential time course, but
will oscillate (through a range Q/V,). The smaller and
more frequent the doses, the more closely the situation
approaches that of a continuous infusion, and the smaller
the swings in concentration. The exact dosage schedule,
however, does not affect the mean steady-state concentra-
tion, or the rate at which it is approached. In practice, a
steady state is effectively achieved after three to five half-
lives. Speedier attainment of the steady state can be
achieved by starting with a larger dose, as mentioned
above. Such a loading dose is sometimes used when start-
ing treatment with a drug with a half-life that is long in
the context of the urgency of the clinical situation, as may

be the case when treating cardiac dysrhythmias with
drugs such as amiodarone or digoxin (Ch. 21) or initiating
anticoagulation with heparin (Ch. 24).

EFFECT OF VARIATION IN RATE
OF ABSORPTION

If a drug is absorbed slowly from the gut or from an injec-
tion site into the plasma, it is (in terms of a compartmental
model) as though it were being slowly infused at a variable
rate into the bloodstream. For the purpose of kinetic mod-
elling, the transfer of drug from the site of administration
to the central compartment can be represented approxi-
mately by a rate constant, k,,; (see Fig. 10.2). This assumes
that the rate of absorption is directly proportional, at any
moment, to the amount of drug still unabsorbed, which is
at best a rough approximation to reality. The effect of slow
absorption on the time course of the rise and fall of the
plasma concentration is shown in Figure 10.5. The curves
show the effect of spreading out the absorption of the same
total amount of drug over different times. In each case,
the drug is absorbed completely, but the peak concentra-
tion appears later and is lower and less sharp if absorption
is slow. In the limiting case, a dosage form that releases
drug at a constant rate as it traverses the ileum (Ch. 8)
approximates a constant-rate infusion. Once absorption is
complete, the plasma concentration declines with the same
half-time, irrespective of the rate of absorption.
V For the kind of pharmacokinetic model discussed here, the area
under the plasma concentration-time curve (AUC) is directly pro-
portional to the total amount of drug introduced into the plasma
compartment, irrespective of the rate at which it enters. Incomplete
absorption, or destruction by first-pass metabolism before the drug
reaches the plasma compartment, reduces AUC after oral adminis-
tration (see Ch. 8). Changes in the rate of absorption, however, do
not affect AUC. Again, it is worth noting that provided absorption
is complete, the relation between the rate of administration and the
steady-state plasma concentration (equation 10.3) is unaffected by
ks, although the size of the oscillation of plasma concentration with
each dose is reduced if absorption is slowed.

MORE COMPLICATED KINETIC MODELS

So far, we have considered a single-compartment phar-
macokinetic model in which the rates of absorption,
metabolism and excretion are all assumed to be directly
proportional to the concentration of drug in the compart-
ment from which transfer is occurring. This is a useful way
to illustrate some basic principles but is clearly a physio-
logical oversimplification. The characteristics of different
parts of the body, such as brain, body fat and muscle,
are quite different in terms of their blood supply, partition
coefficient for drugs and the permeability of their cap-
illaries to drugs. These differences, which the single-
compartment model ignores, can markedly affect the time
courses of drug distribution and action, and much theoreti-
cal work has gone into the mathematical analysis of more
complex models (see Atkinson etal., 2001; Rowland &
Tozer, 2010). They are beyond the scope of this book, and
perhaps also beyond the limit of what is actually useful,
for the experimental data on pharmacokinetic properties
of drugs are seldom accurate or reproducible enough to
enable complex models to be tested critically.

The two-compartment model, which introduces a sepa-
rate ‘peripheral’ compartment to represent the tissues, in
communication with the ‘central’ plasma compartment,
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Fig. 10.5 The effect of slow drug a